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Exteviic EAAnvikn Hepiinyn
(Summary in Greek)

Ewsayoyn

YvAhoyn kol peTapopd eivar Kpicyueg dladikocieg Sloyelplong OTEPEDY ATOPANTOV
OTOL0GONTTOTE AGTIKNG TEPLOYNG. LKOTOG QLTAOV TOV JASIKUCIOV EIVOL 1 TOKTIKN EKKEVOOT] TOV
OTOPPLUUATOV OO TOLG KAGOLG KoL ] LETOPOPE TOVE GTOVS TPOPAETOUEVOVG YDPOVS EVOTODESTG.
H dwyeipion tov amofAntov eivol ToAd onuavTiky TOG0 Yo TV VYEio 0G0 Kol Yio TNV OIKOVOLio
Kk@0e wkowowviag. Méowm ™G KatdAAnAng doyeipiong mpootateveTal 1 ONUOCLo. LYEin Kot

TOPOIAANAQ EVIGYDETOL 1] AVOKDKAMGT OTOPPLULUATOV.

Q¢ avaKOKAWOOT] ATOPPLUUATOV OpileTal 1) ETAVAYPNOLLOTOINGT), EITE LEPIKMG EITE OMKOC
TOV VMK®GV 1oL dev Bewpovvtal TAéov ayadd yio tov avOporo. H avaxdkioon gival pépog g
SLOYElPLONG OOTIKMOV GTEPEDV OTOPPIUUATOV LEG® TNG 0TTOI0G ATOPEDYETOL 1] TAPT 1} 1] KADOT Kol

avtikalictatol pe v opodn Eviaén Tov anoppUUdTeOV 610 TEpPdiiov [16].

To actcd amdfAnta dokpivovtal 6€ OKloKE Kot epumoptkd. Ta owiakd eivol avtd Tov
TPOEPYOVTAL OO VOIKOKLPIYL EVM TO EUTOPIKE TPOEPYOVTAL Omd €PYOOTAcia, Gayeia,
KataoThpaTa, ypageia k.o. Ot kbpieg pébodot diayeipiong amoppiupdtoy 1060 oty EALGSa 660
kot otv Evponaixn ‘Evoon etvor n anotéppmon, 1 taen kot  avakvkiwon [17]. H EAAdda to
2014 avaxvkAdvel poig to 19% twv otepedv anopplppdtov kot Bpicketal oTig tedevtaieg 0Eoeig
¢ EE w¢ mpog ™ ovykekpuévn otatiotikny. Amo v aAin n Fepuavia, n Avetpia kot to Bédylo

NTAV GTIG TPATEC TPELS OEGEIC e TOGOOTO aVOKOKA®GONG 64%, 56% kat 55% avtictoyo [1].

H dwyeipion otepedv amofintov 6to cbVolo TN¢ agopd otnv omobnkevon, oy
GLAAOYN, OTN UETOQEOPA KOl oTnv peToEopTtwon. H dwadikocio amobnikevong apopd oty
TPOCOPIVY Ao KEVOT) GE E1OTKA SUUOPPMOUEVOLE KAGOLS OO TOAITES, EMLYEPTOELS, VOGOKOUELD
1N GAAOVG 0PYOVIGLOVG. YTTAPYOLV QLGIKE Kot aoppippata To ool xpRlovv E0TKNG HeTayEiplong
KaOdc Kpivovtal VYNNG EMKIVOLVOTNTOC OM®G Yo Topaoetypo, ta ToEKG amdPAnTa €vOg

€PY0CTAGIOV N} TO AOPANTA EVOC TAOIOL K.0L.

H dwdikosio g cvlioyng oxetiletol kot pe ToV TPOTO SaY®PIGHOD TV VAIKGDV AOY®
QLOIK®V, YNUWKOV 1| GAAV Womtov. H ev Aoy dwayeipion ekkivel amd To €101KG onueia
OTOKOUIONG UEXPL KoL TN oTiyur mov Bo. eTtdoovy o amoppiupate o€ EEOIKEVUEVOLG YDPOVG

enekepyacioc. Ot péBodol mov ¥PNOIUOTOLOVVTAL YI0 TN GLAAOYN SLPEPOVY OO YDPO. GE YMDPO.
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2mv EAAGOa vtdpyouv KAdol YEVIKOV QTOPPUUAITOV Kol OmOPPLUUdTev avakOkAmong (UmAe
k@O0l KOTO PNKOG TV 0dIKAOV JIKTH®V. X& KATO0VE OMUOVS Ot KAdOl avoKOKA®GONG &ivat
Sl @PIGHEVOL 6E YapTIo (Kitpvol kédot), ahovpviov (kKOKKIvol Kadot), TAacTikoD (Umhe kddot),
OPYOVIK®V VAIK®OV (Kapé Kadotl) kot yuailov (kopumavoeldelg kadotr). H perén mepimtmong g
TapoVcaG SUTAMUATIKAG 0POPA OTNV TEAELTAIO VT TOPOAANYT] TOV KAOMV aVOKUKAMONG Kot

GULYKEKPIUEVE, GTT GLALOYT] TOV TAUGTIKOV OVOUKVKAMGIL®Y VAIKOV.

H dwdwcocio petapoptoong akorovdel tn cuAloyn] Kot oAOKANPpOVEL TN dlayeipion TV
OCTIKOV oTePE®V omofAnt@v. Agov €yovv dwywpiobel KatdAAnio ta VAIKG amoppippoTo
avéAoyo e TOV TOTO TOVG, KATAANYOLV G€ €101K0VG 6TafpovS petapoptmons. Ot cuyKekpiévol
x®pot givon gite ovoiktd gite KAeoTd Ko g0k e€omiiopéva ktipla. O eEomAoudg cvoyetileton
LLE EOUKH UNYOVILLOLTO GUUTIESTG TV VAIKOV, £TGL OOTE VO LEUMVETAL O GYKOG TOVG OGO TO SLVOTO

TEPLOCOTEPO KL 1) LETAPOPA TOVG VO YIVETAL EVKOAATEPX KOl TTO OTOTELECUATIKA [ 18].

H dpaoctnpiomra g petapopds ivat 1010iTepa ONUOVTIKT Y10 T S0YEIPIOT TOV ACTIKMOV
aroPAntav. [Ipénel va mpoPrepBovv moAhol mapdyovteg, OTMG Vo AmTOPEVYETOL KUKAOPOPLOKN
emPdpuvon kot va kobiepmdvetar opdn cuyvotnta emickeyng ota onpeio. GUYKOMONS, €161 OOTE
va amopevyetar 1 vrepyeiMon tov kddwv. Emiong, m petopopd amd kol mpog to KEVIPO
eneepyaociog, mpénetl va yivetan &ykaipa. TEAOG, TO KOGTOG TNG LETAPOPAS TV amoPANT@V givar

e&loov KpiGIUOo HIOG KL 0L EMICKEYELG 0TOVE KAGOVG GLAAOYNC EIVOL TAKTIKEC,

Ta omoppiupato@dpa mov ypnolpwonotovviol oty EAAGSe elvor gite khewotol eite
avolktoh tomov. Ta oyfuote KAEWGTOO TUTOL €ival TO cOYYpPoOve Kol EMOLV UNYOVICLOVG
OVTOLOTNG GUUTIEST|G TMV VAMK®OV Kot UNYOVIGUO 0vOY®ONG KAO®V. TNV GAAN Katnyopic oviKouV
oynuota mov cuvnbog dwyelpiloviar doeopeTikod dyKov kot Papovg amdPAnta. Xtn HeEALT
TEPIMTOONG TNG TOPOVLGOS OIMAMUATIKNG, €EETALOVTOL OYNUATO HE UNYOVIOUO TPECHG Kot

UNYovVIcUO ovVOY oG,
Opwopog Ipopinpatog

YKOTOG TNG MOPOVGOC OMAMUATIKNG gpyaciog €ivar va peletnBel n dadikacio g
GLAAOYNG OOTIKOV OmOPPUUATOV (OTOPPIUUNTe 6E ONUOCIONE KAGOLS) €vOC SNUOVL KOl TNG
petapopdg Toug ota KotaAinio onueio evamodeons. ITo ocvykekpipéva, emivetor to TIpofinua
Yvlhoyng kot Metogpopdc Actikav Xtepeddv AmoPantav (IIEMAZA). 210 mpdfinua avtd n
TOGOTNTA TOV VAIKOV TOV GLAAEYETOL 0O £Vl KAOO S10pOopOTOIEITOL OO PEPQ GE PEPO PECH GE

H10 GUYKEKPIUEVT Ypovikn mepiodo. To yeyovdg avtng g petofariopevng (nmmong avd nuépa
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01OV KGOOVG, dev pog emTpémel va egtdoovpe 0 TPOPANUE ©G éva KAOGGIKO TPORANUL
dpopordynong i Vehicle Routing Problem (VRP). To povtého g epyaciog ival eumvevcpévo
and to Periodic VRP (PVRP) kot €xel 6av otd)0 Vo EKKEVOVETOL TO GUVOLO TOV KAS®V Lo
TEPLOYNG EVTOG OPICUEVIC TTEPLOOOV, EANYLOTOTOLDVTAS TO YIAOUETPIKO KOGTOG. EmPdiietan va
eEummpemBodv Ola ta onpeio amokopdng amd ta Swbéoipa amoppLUPaToPdpa OGES POPEG

YPEWOTEL, £TG1 MOTE VO UNV VIAPEEL 0To1dNTOTE VITEPYEIMON amofAnTeV e dNUOGLO YDPO.
Agoopéva Ipofaqpatog

Mo v enikvon tov TPOPANUATOG OTALTOOVIOL CUYKEKPIUEVEG TANPOPOPIEG Ol OTOIES
YPNOOTOI0VVTAL (G €ic0d01 Tov poviédov Periodic-VRP. Avtd to 6edopéva oyetilovon pe to
001K0 8iKTVLO, TOV GTOAD OYNUATOV, TO OPAPLY TOV 0dNYAV, T {RTNon 6Tovg KOpPovg Kot to
YOPOUKTNPOTIKA TV pécwv amobrkevons. Ilo cvykekpyéva, amOITOOVTAL Ol YE®YPUPIKES
CUVTETAYUEVEG OA®V T®V onueiov Tov vmdpyovy KASOL AmOPPUHITOV, KOOMG Kol vo
TPOcdoPLoTel 0 aplBpog TV KAdwV avd onueio. XTnv TepITTOOT Hog o1 KAdot givat id1ov TuTOoV
Kot mepiéyovv tov ido tHmo vAik®mv. H tomobBecia omd oOmov Eekvovv Ta Spopordyia
YPNOUYLOTOLEITAL KOl ™G XDPOG EVATOBESTG TV VAIK®VY Tov cuAAEYONKav. Téhog, amaitobvtot dvo
akouo gicodol, n pio €l60d0g apopd TG MUEPES TG TEPLOSOL pEGOH GTNV Omoid TPEMEL Vol
exkevmBovv o1 Kadot Kot 1) GAAN a@opd TV TOGOTNTO VAMKAOV amofANTOV 6ToVS KAdovg (KOpPovg
ov mpoPinuarog). Io cvykekppéva Tpénel va Tpocdloptobel 1 TOGOTNTA T®V ANOPANT®V OV
GLYKEVTPMVETOL GTOVE EKACTOTE KASOVG TOV KGOE GNUEIOV, £TGL DGTE VO VITOAOYIGTEL 1| GLYVOTNTA
eMioCKEYNC 0O TO OYNUO TPOC TO GNUEIN GUYKOMIONG. XTN UEAETT TTEPITTM®ONG TNG CLYKEKPIUEVTG

SIMA®UOTIKNAG EpYACiog 1 cuyvoTNTO eTicKeEYNg AapuPdvetal ®g 0ed0UEVO Ao Tov dNpo Xiov.
[Ipoceyyietikn Exidlvon Hpopifqparog

[No v eniivon tov cuykeEKPUEVOL TPOPANUATOS YPNCILOTOOVVTAL dVO EVPETIKOL
aiyopdpol. O mpodrtog €& avtdv, Heuristic Algorithm 1 (HA1), avikel oty katnyopio tov
aAyopiBumv gEotkovounong Kot amotelel mapaiiayn tov yvwotov akyopifuov Clarke & Wright
npocappocpévn ato PVRP. O dedtepog, Heuristic Algorithm 2 (HA2) , avikel ot katnyopio

TV olyopifumv dvo pdoewv (Two Phase Algorithms)

Yvykekpéva, o akyopiBpoc HAL kataokevalel dpopordyto kat’ evbesiov pe Pacn tovg
nivaxeg eEowkovounong tov C&W yopic va Aappdver voyw ) cvyvotnto eniockeyne. O

alyopBpog HA2 mpmta opadomotel tovg KOUPoLG pe T HEYOADTEPT] GLUYVOTNTO EMIGKEYNS KOl
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toug Tomobetel pali ota dpopordyld £€TGL MGTE VO EANYIOTOTOMGEL TO GLVOMKO aplfud TV
dpoporoyimv. Katdmv o1 kdppot porpdlovtar otig nuépeg g teptddov EEKIVAOVTIS amd QUTOVG LE
™MV peyaAnTEPN cuyvotta emiokeync. Téhog, yio kdBe nmuépo exteieiton o C&W cav éva
KAOoo1KO TPOPANUA SpOoUOAdYNONG. XTNV TEPINT®MON oL ot KOPPoL Tov ypagnuatog pe idw
ocuyvotnta emickeyng Ppickovial Kovid o évag 6tov GALO, avopévetol vo amodidel KaAdTEPA O
oAyoppog HA2. Awapopetikd av ot kopPot pe v ida cuyvotnta enickeyng fpiokovral Lokpid
0 €VOG LE TOV GALOV TOTE AMOTEAEGLOTIKOTEPOG avapévetal va givar o HAL. Ot cuykekpuévol
oAyoppol MUovPYoLV TO TPOYPUUUN TOV OPOUOAOYIMV OV TPEMEL VO aKOAOVONcOVY Ta
OmoPPIUPATOPOp UlaG VINpeciog Kabapiopod (). Anuog kafaploTnTog) TPOKEWEVOL Vo
00€1AG0VV OAOVG TOLG KAOOVE OMOPPIUUATOV Uio TEPLOYNG. XKOTOG €ivar va cvAAEEOLY Ta
amOPANTO QLTOV TOV KAS®mY KOl VO T0, LETAPEPOLY GTO OPYIKO onueio Tov dpoporoyiov (depot),

LE OVTIKEYEVIKO GTOYO TNV EAUYLIOTOTOINGT TOV YIAOUETPIKOD KOGTOVG,.

H emiokeyn otovg xopuPovg mpémel va, yivetan 100eg Qopég 66ec opilel n cuyvoTnTA
EMIoCKEYNC TOV ONUEIMV GUYKOULIONG KOL 1] OTTO10L TPOKVTTEL [LE BACT] TNV TOGOTNTA OTOPPLUUATOV
GTOVG KAJOLE TOV €KAcTOTE onueiov. H ouyvotra emickeyng yia kabe onueio mpaypatonoleitol
EVTOG oG oLYKEKPIUEVT G TTEPLOOOL, 1| omoia €xel oploTel ot pia efdoudda. Ot meplopicpol tng

YOPNTIKOTNTAG KoL TNG BAPSING TV OYNUAT®V YiveTol fAcEL SV0 GLUYKEKPIUEVOV TOPAOOYDV.

Hoapadoynq 1. H yopntikdmTo TOL 0OYNUOTOC UETPIETOL G KAOOLG Kol LroAoyileTon ¢ €N

AOPNTIKOTNTA OYNATOS =N KAOOL * néco mePLEYOPEVOV KAO0L

Hoapadoyn 2. H Bapdia v oynudtov HETpLETol 6g KAOovg ave Oynuo kot vroAoyiletal g
e&ne: Papora oyuatog =M Kkadol * péco ypovo cvALOYNG/EKKEVMONS KAGOV

Kdabe amoppippatopdpo amd to 6TOA0 Exel TNV 10100 YOPNTIKOTNTO KOl TNV id1a fApdia.
Emopévamg, 6tav to oynua ¢tdost avutd to 0plo e mapadoyns 1 opeiiel va emotpéyel oto
apagootdoto (depot) ave&aptnta amd Ty TANPOTNTA S10BEGILOL YHPOV TPOCM®PIVIG ATOONKEVONG
Ko LETAPOPAG TOV amoppltpdtov (kapodtoa). [a mapddetrypa, av Eva Oynua £l YOpNTIKOTNTO
150 kddovg ko  nuepnota Bapdia £xel opiobei eniong otovg 150 kddovg, TdTE KAOE POPA TOL TO
oymuo Bo EOGveL ™V péyiotn TANPOTNTO TOL, TOTE B0l EMGTPEPEL GTO YMPO OUASOTOINONG Kot
ocVAAOYNC TeVv  amoppiupdtev  (depot) adeldloviag T omOPANTO WOV  GLYKEVIPMOE,
oAOKANPOVOVTOG TapAAANAC TNV Nuepnota Papdia. TIpénel va tovichel o€ avtd T0 onueio 6Tt edv

glval amopaitnTo £va oMo UTOPEL VO TPOYUATOTOMGEL TOALEG BApdieg oe pia nuépa.

Ov epoppoyég tov olyopiBumv mpaypotomomdnkoav oe TPelg GACES: o€ €vo amAd

TOPASELYOL TTOV OOTEAEITAL OO €VVIG, KOUPBOLE OTOL 1M €miAvon yivetal dla YEPOC MGTE Vo

Vi
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katavonBobv ta Prjuata tev aAdyopiBuov. Xtn ouvvéxewn, yiveror epoppoyr| oe  tuyaio
nopadetypata peydiov peyéBoug pe ypnon yevviTplaG SeS0UEV@V Yo va. dnpovpyndel po mo
peoitotikn mepintwon. Télog, yivetal epappoyn o€ mpaypatikd mapddetrypo, 6to 61po g Xiov n
omoia aPopd T CLAAOYN TOV OVOKVKADGIL®V TAAGTIKOV DVAMK®OV. AQPOD EVIOTIGTOVV Ol TEAMKES
Aboelg amd tovg akyopiBuovg, ypnopomotovvtar ot pébodol Peitictomoinong Improvement
Heuristic (2-opt, VRP-exchange) mov avaidoviolr 6to 4° KePAANo Yo TEPETOIP® UEIMOT TOL

KOGTOLG,.

Ta amoteléopata €deiEav 60Tt 0 alydpiBuog HAL anodidel kaAibtepa dcov apopd to
YMOUETPIKO KOGTOG 6TIG 7 amd Tig 8 paployég mov mpaypotonomdnkay. H péovn nepintwon oy
omoia 0 akyopiBpoc HA2 mapdyetl amoteléopata pe KOADTEPO KOGTOG EIVOL 1) TPMTH EPAPHOYT| TTOL
0 oLVOAKOG apBpog kKOUPwv gtvar youniog (50 képupotr). Oco avédvetor o apBudg Tov KOpPwv

oTadloKa omodidel kodvtepa o HAL.
Merét HepinTmong

211 GLYKEKPIUEVT] SITAMOTIKY EPYOCIO TPAYLATOTOIEITOL EQAPUOYTN TOV OAYOpiOU®Y GE
TpayuoTikd wpoPfAnua (practical case). Avolvtikotepa, peAethOnke 1 TEPITTOON UETOPOPES
TAOCTIKOV  OVOKVKAOGIH®V  omoPfAnTov  tov oMuov Xiov, O6mov m  dpopoAdynon Twv
amoppLUpatoPOpwVv yivetan gpmelpikd. O1 KAdo1l amoppUpdToVv ekteivovtal 6e OA0 T0 VNGi, OPMG
oe koBnuepvn Paorn M ddiKacio EKKEVOONG TOLG Omd TO OTOPPUUATOPOPO. YIVETOL TNV
TPOTELOLCA TOV VNGOV M omoia yapoktnpiletor amd vyNAN Topaywyn amoppippdTeyv. Ot
VROAOIEG TEPLOYEG YopoKTNPilovTal omd yopnAr Topay®yr omoPANT®V Kol 1KOVOTOL0UVTOL
TEPIOTOCIOKA. ZNUELOVETAL OTL 1] LEAETN TTEPIMTOOTG TNG OIMAMUATIKYG EPYACIOG EMKEVIPDOVETOL

LOVO OTIG TEPLOYEG VYNANG TOPOY®YIKOTITOG.

Ta mpdta PApata yio to povtédo tov PVRP givar o vmohoyiopdg g cuyxvotntog twv
EMOKEYEDY GTOVG KOUPOLS KaBMDG Kot 1 TePiodog pHéca GTNV Omoia TPEMEL Vo, IKavorotnfovv ot
ouyvotNteg emiokeyng. o Tov VTOAOYIGUO TNG GLYVOTNTOG OTALTOVVTOL IGTOPIKE GTOKElD TOL
omoio. avtimpoomnrevovy TN {ftnon otovg kouPovg. Me avtdv Tov TpOmMO pmopolvuE Vo
VTOAOYIGOVLE TN GLYVOTNTO EMIGKEYNC GTO ONUEIN GLYKOMIONG GTN XPOVIKT TEPTI0d0 TOL opicaple

oT1G 6 NUépEC.

H 610hoy1 TV avakukAOG IOV DMKOV YIVETOL EEXMPIGTA OVAAOYA LUE TO £I00G TOV VAIKOD
(xopti, Mootk YoaAi, clovpivio). TOG0 o1 yemypapikég BEcelg 660 Kat 0 aplBpog TOV KASWV oV

onpeio drapépovy g Kabe LALKO. O aplBuog Tmv KOUP®V 0T HEAETN TEPITTOONG TG SITAMUOTIKNG

Vi
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aroteleiton amd 116 onpeia kot o apldpog v KAS®V U Ta TAACTIKE DAKE el 0LTOV TV oTueiny

sivon 171.

O otohog TV oynuatov onoteheitor amd TPio. ATOPPLUOTOPOPO TOTOV TPECOG, LE
yopntikdémra 8, 12 ko 16 kuPwdv Altpov avtictorya. To oynuota eivar oyxedoopéva yuo vo
LeTaPEPouy Yapti, TAACTIKO Kot AAOVLLIVIO, 0eV UTOPOUV OUMG VO LETAPEPOVY YVAAVA ardPAnTa.
Kdabe oynuo eEummpetel amoxielotikd éva avakukAdolpo vAkd og pia gfdoudda. O dMpog Xiov
éxetl avaféoel T GLALOYY TOV YLOALOD GE 1O1MTES KOBMG deV £YEL ayopaseL OynLo KATAAANAO Yo
avt 1t mepiotaon. H petapopd yvoiod, xaptiod oAAd kol avti) Tov oAovpviov dgv €xovv
vroAoyilotel oty Tapovca dimhopatikny. H pedétn g petapopds toug dpms, eivor mapdupota pe

OVTY] TOV TAOGTIKOD OV CVOAVETOL GTO TOPUKATO KEQPAAOLO.

Koot 1 perétn mepintmong apopd 116 onpeia pe cuvorikd 171 kddovg emdéytnke va
exteheotel o alyopiBuog HAL. Toécso n epapuoyn tov HAL, 660 Kot 1 HeTEMELTO EQAPLOYN TOV
alyopiBumv tepartépm PerTiotonoinong Helwoay TO YIAOUETPIKO KOGTOG TNG LEAETNG TEPITTOONG

oV OMpov Xiov.

viii
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Abstract

The collection and transportation of waste from an urban area is a significant topic for any
municipality worldwide. If this process works under an orderly and efficient way, it will have
positive effects such as environmental protection, public hygiene, fuel savings for the fleet of
collection trucks and financial savings for the municipalities. A major issue of this operation is the
total distance that the collection trucks need to cover in order to empty the bins of waste. For
instance, in the USA it is estimated that more than 60,000 collection trucks [20] are used to execute
routes of related operations on an annual basis. Moreover, the average annual distance for every
vehicle is estimated to be 40,000 kilometers [21]. Actually, this means that in USA more than
2,400,000,000 kilometers are covered annually to collect the accumulated tons of waste. This thesis
proposes a solution for this important logistics problem by minimizing the covered distance (cost)

for a fleet of collection trucks.

The following chapters present and propose methods for the collection and transportation
of waste, which is a subprocess of Solid Waste Management (SWM). The approach followed in
this thesis has been inspired by the Periodic Vehicle Routing Problem (PVRP). The objective is to
develop an appropriate model for a fleet of vehicles, which empties the bins of an urban area as

necessary during a whole period of m days, minimizing the distance cost.

To solve the PVRP mathematical model, two heuristic approaches have been developed:
Heuristic Algorithm 1 (HA1) and Heuristic Algorithm 2 (HA2). HAL involves simultaneously
deciding which customers (bins of waste in our problem) will be served (emptied) in each day of
the week, which vehicle will be used, and in which sequence. HAL is a variant of the savings
algorithm Clarke & Wright adapted to the characteristics of the PVRP model. More specifically,
heuristic HA1 executes the Clarke & Wright method as many times as needed throughout the period

until the number of visits (frequency) in each node is met.

Algorithm HAZ2 first decides which customers (bins of waste in our problem) will be
served (emptied) in each day of the week, by which vehicle and in which sequence. The
characteristic of this algorithm is that it uses (empirical) classifications which minimize the total
number of routes. More extensively, the algorithm first classifies the nodes according to their
frequency and then assigns the nodes to days using PVVRP. Secondly, Clarke & Wright is executed

in each day of the period in order to route the assigned nodes.
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In our model, algorithms HA1 and HA2 must follow three constraints which are associated

with the schedule of visits, the capacity of the vehicle and the daily truck work-shift.

The schedule of visits is based on three parameters. First, a node must be visited as many
times as its visiting frequency defines through the days of the set period. Secondly, every point
cannot be visited more than once in a single day. Finally, if a point has frequency of more than one,
it cannot not be visited in two consecutive days according to the Well Balance Schedule scenario
(WBS). The WBS scenario is analyzed in the following paragraphs and its aim is to prevent waste

overflowing from bins.

The constraints of capacity and time are made by the following two assumptions:
Assumption 1: The capacity of a vehicle is measured in number of bins and computed as truck’s

capacity = n bins * average waste amount per bin.

Assumption 2: The shift of a vehicle is measured in a limited number of bins per shift and computed

as truck’s work-shift = m bins * average evacuation time per bin.

The developed algorithms are initially shown in two small instances for a better
understanding of the mathematical model. Eight applications with a range of 150 to 1400 nodes are
then implemented 50 times each to compare both heuristics. In the last chapter, our PVRP inspired
model is developed and solved for a practical case concerning the municipality of Chios. Finally,
algorithms HA1 and HA2 are used in combination with the appropriate local search improvement

heuristics for further reduction of the initial solution.
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1. Introduction

1.1 Scope of the thesis

Waste is defined as any material or product that is no longer fit for human use. Urban waste
is divided into four main categories namely: industrial (waste from factories), non-residential urban
(construction and hospital waste), rural (farm waste), and residential-urban (housekeeping litter).
The amount of global waste produced in 2010 was 1.3 billion tons and by 2025 this is expected to
grow to 2.2 billion tons [8].

The basic methods of waste management in Greece and the European Union are
incineration, burial and recycling. In 2014 Greece recycled only 19% of total solid waste and was
ranked low in the European Union. On the other hand, Germany, Austria and Belgium held the top
three positions with a recycling rate of 64%, 56% and 55% respectively [1].

Solid waste management consists of four main phases; waste generation, storage at source
(e.g. recycling bins), collection and transport by waste trucks, and treatment in a transfer station or
a disposal site [3]. This work deals with the process of urban waste transport and includes a case
study related to the collection of plastic material by the municipality of Chios. Waste transport is
defined as the process of collecting and transferring waste materials from the collection points to

the appropriate processing centers [3].

Solid waste management is a problem of high importance to every society on a global scale.
Consequently, transporting millions of tons of waste through public roads under safe conditions is
an important part of the process. Several studies have been conducted on this subject, which vary
according to the characteristics of each problem addressed. Some examples include waste
collection with time windows [4], evacuation of garbage bins with stochastic demand [5], as well

as waste collection with intermediate facilities and a heterogeneous fleet of vehicles [6].

Efficient management of waste transport requires frequent visits in each collection point as
well as proper design of the timetables to avoid traffic congestion. This thesis deals with the
development of a mathematical model for the reverse logistics problem of waste collection and
transport. The purpose of the problem under consideration is to evacuate all waste collection bins

within a certain time period and with minimum distance cost.
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The approach in this thesis varies from relevant literature since it is inspired from periodic
vehicle routing. In an urban area the total number of bins may be large, and the need of waste
collection may differ from day to day. For example, in the first day of a week the bin may be full,
the next day less than full, etc. A typical approach is to visit all bins (nodes) daily, but may not
constitute an efficient approach, since it may entail high transport costs. The idea of PVRP is to
assess how often each node must be visited during a period of M days without waste overflow and
unnecessary routing costs. In this study the frequency of visits at the pick-up points is taken as
given. Visits are executed in a one-week period which consists of six working days. Another
problem input is the fleet of vehicles, with each vehicle undertaking a certain type of material (e.g.
glass). The model of the thesis includes capacity and timing constraints which are based on two
assumptions. Under the first assumption, a vehicle can carry the content of a certain number of
bins and the truck’s capacity can be computed by the expression truck’s capacity = n bins * average
waste amount per bin. Under the second assumption, a vehicle can collect a specific number of bins
through a whole work-shift and this can be calculated by truck’s work-shift = m bins * average

evacuation and transport time per bin.

To solve the proposed mathematical model, two heuristic approaches have been developed,
namely HA1 (heuristic approach 1) and HA2 (heuristic approach 2). These approaches were firstly
used in two simple examples. Then they were applied in multiple, more complex examples
produced by an appropriate generator, and the results were compared. Finally, the two heuristics
have been applied on a practical case study representing recyclable material collection in the

municipality of Chios.
1.2 Problem Description

This thesis models and solves the problem of Solid Waste Collection in urban areas
inspired from the Periodic Vehicle Routing (PVRP).

The model addresses the demand per bin by respecting the frequency of emptying each bin
within a certain period. The objective is to minimize the total distance traveled. Moreover, all
necessary constraints of the problem are respected. These constraints have to do with the frequency
of visiting each bin as well as other issues. In this thesis the connection between the problem in
hand and the PVVRP was made under a simple observation; the amount of waste in a bin varies. In
this study the frequency per node is known. Scheduling restrictions in addition to the frequency of

visiting nodes are analyzed in the following chapter.
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The recycling department of Chios undertakes the collection of the following materials:
plastic, paper, aluminum. All the collected units must reach the treatment center, which is located
close to the depot. Furthermore, it is noted that those materials must be delivered to the center
separately. For that reason, the transfer procedures are divided into three independent cases. For
example, if a waste truck collects plastic, it cannot collect a different material like paper, at the
same route. For example, the collection of paper is separated from the collection of plastic and
aluminum. In this thesis the collection of plastic refuse bins of the municipality of Chios is
considered. The number of bins is more than 100 plastic bins located in the capital as well as in
surrounding districts. Geographical areas that were not considered were assumed to have negligible
amounts of waste compared to the districts analyzed

1.3 Literature Review

This thesis approach is based on [9], in which the author describes the mathematical model
of the Periodic-VRP. More specifically, the work in [9] is related to a logistics company, which is
responsible for transporting toxic and nontoxic industrial waste from slaughterhouses,
supermarkets and factories. Each company has separate and specially outfitted places of storage to
accumulate amounts of waste. Furthermore, the levels of waste depend on the daily production
which means that the daily waste amount is changing. It is not necessary to visit all nodes daily
and therefore a well-organized schedule has been planned by the logistics enterprise. The idea is
that some nodes in which the need for garbage collection is greater will be visited more frequently
while other nodes less frequently. According to the author, the difference in the frequency of visits
is what distinguishes the classic VRP from the Periodic-VRP method. The paper’s aim is to create
as many routes as needed so that the accumulation of industrial waste will not exceed the available

place of storage. Finally, the purpose of that paper is to minimize the distance cost of the routes.

In [11] an explanation of Periodic-VRP and its differences with the periodic travel
salesman problem (PTSP) are given. The PTSP is a modification of the classic TSP (travelling
salesman problem) and a sub-category of the PVRP. The only similarity with the PVRP is that in
each occasion, the problem’s customers have an unstable demand. Also, the author explains that
there are three differences between those two methods. The first refers to the available number of
vehicles; in PTSP only one vehicle is available while several vehicles are available in PVRP. The
other two differences have to do with the vehicle’s timetables and total capacity. In PTSP there is
no constraint on capacity or in time availability. In PVRP each vehicle may have limited capacity,

limited time per day, or both at the same time.
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In [10] one of the most popular algorithms of VRP solution, Clarke & Wright saving’s
method, is analyzed. This algorithm is related to the capacitated routing problem. The author in
[12] mentions that the savings heuristic may be coded into two different ways which produce
different results. Specifically, the first method, the “sequential” one, is easier to codify as it creates
one route in each iteration. In this scenario when a route is completed, no change or intervention
can be made to it and the algorithm starts to build the next feasible route. In comparison to the
“sequential” variant, the “parallel” one can create and merge multiple routes. This second variant

is more complex to codify but results in improved solutions.

In [13] there is a two-fold analysis: in the first part a vehicle routing problem with time
windows is analyzed and in the second part there is an extended analysis of improvement heuristics.
The author explains that the idea of local search is to improve an initial feasible solution for a VRP.
This is achieved through appropriate changes among the stops of an existing route. These changes
can be performed among the nodes of a single route or among those of multiple routes. Also, the
author in [13] categorizes all intra and inter route solutions.

Reference [14] deals with the Travelling Salesman Problem (TSP) and some metaheuristic
methods. Furthermore, a definition of the TSP and an explanatory analysis are given. Reference
[15] takes a closer look at the Two-Phase Algorithms for solving the VRP. The first one is the
Cluster First - Route Second, which classifies all nodes of a graph into clusters and then creates
routes, one per cluster. Specifically, at the first node clusters are created and then for each cluster
a TSP is solved. Some of the most widely known algorithms of that approach are the sweep
heuristic, the heuristic of Fisher and Jaikumar etc. The second sub-category is the Route First -
Cluster Second. The procedure is to connect the nodes of a graph and to create a cyclic route as a
large TSP. After that, the route breaks into a few smaller routes in such way that the requirements

of all constraints are satisfied.

From the existing literature, the problem that is closer to the waste collection PVRP is

discussed in [9].

1.4 Thesis Structure

In chapter 2, the heuristic algorithms (HA1 & HAZ2) for the waste transport PVRP are set
out with the corresponding steps. Chapter 3 presents two simple examples, in which HA1 and HA2
are applied and the results are compared. Chapter 4 analyzes the two categories of improvement

heuristics. In chapter 5, the application of the municipality of Chios is solved by the HA1 to find
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an initial feasible solution. Afterward, two methods from the local search algorithms, called 2 — opt
and Exchange operator are implemented to improve the initial solution of HA1 further. 2 — opt and
Exchange operator are analyzed in chapter 4, as well as additional local search algorithms are

described in appendix (Appendix K).
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2. Heuristic approaches for waste collection

Mathematical problems like the one under consideration are characterized by high
complexity [9]. For that reason, heuristic methods such as Heuristic Algorithm 1 (HA1) and
Heuristic Algorithm 2 (HA2) of this chapter result in close to optimal solutions within reasonable

computation time.

Approach HA1 and approach HA2 are proposed in this chapter to solve the waste collection
PVRP. The aim of HA1 and HA?2 is to determine the vehicles’ routes to empty the designated bins
as many times as necessary within the defined period. The objective function is to minimize the
total distance. The routes are implemented by a fleet of a certain capacity. A vehicle starts from the
depot and after serving a certain number of bins, delivers the aggregated waste to the disposal sites.

As mentioned above, the disposal site is assumed to be the depot.

In the following paragraphs all the needed criteria for the feasible insertion of nodes into
routes will be analyzed. Thereafter, these criteria will be included in the steps of the proposed

algorithms in order to clarify how the two heuristics are executed.
2.1Capacity and Time (Constraints)
Definition

Capacity and time constraints are included in the model. The fleet consists of waste trucks
with certain capacity and every waste truck has a specific work-shift for each single day of the
period. The two restrictions of the model are defined by two assumptions. More specifically, the

capacity of the waste truck is defined by the number of bins that can be collected in a single trip.:
e Assumption 1 (assuml): truck’s capacity = n bins * average waste amount per bin

Also, the daily work-shift of a waste truck is estimated as the number of bins the vehicle

can collect in a single work-shift. This restriction is defined by assumption 2:

o Assumption 2 (assum2): truck’s work-shift = m bins * average emptying and transport

time per bin
Furthermore,

- If only assumption 2 is reached:
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the vehicle must return to the depot to complete its work shift even if the cabin is not
fully loaded.

- |If only assumption 1 is reached:

the vehicle must return to the depot to unload the aggregated waste amount. In this case

the collection truck will continue its work during the day until assumption 2 is reached.

2.2 Well Balance Schedule (WBS Constraint)

Definition

The model of this thesis is inspired by the PVRP, as every node can be visited multiple
times through a certain period. An important characteristic is that the geographical points of our
model consist of one or more refuse bins which can overflow at any time. Therefore, to prevent
such a situation where possible and enable a more uniform visiting schedule, the WBS constraint
does not allow visiting the same nodes in two consecutive days. (Note: the time period must always

be greater than the visiting frequency for the PVRP method).

WBS’s Characteristics

To compute the WBS constraint we need the following variables:

e Frequency of the node
e Remaining unmet days of the period

e Recorded schedule of visits

In addition to the above variables, two new variables, index1 and index2, are needed to

compute the WBS scenario:

e index1(node;) - index1 takes 1 if node i has been visited in the immediately preceding
day and 0 otherwise

e index2(node;) = index2 is equal to remaining days — frequency(node;)

Condition for the two variables:

if index2(node;) > 0 AND index1(node;) = 1

The node cannot be inserted in the current day

if index2(node;) < 0 AND index1(node;) =1

The node can be inserted in the current day
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Example for the understanding of the constraint

Let’s suppose a hypothetic schedule for node i. The last visit of node i was on day 2 and
we are currently considering its insertion on day 3. Node i has frequency = 2, the period consists

of 5 days and the remaining days are 3. The schedule has been recorded in the following table.

Days we have met Remaining days (unmet days = 3)
Day 1 Day 2 Day 3 Day 4 Day 5

Solution

Node i has been visited in the immediately preceding day (Day = 2), so index1 of node i is equal
tol

e index1(node;) =1
The remaining days are shown in the schedule (unmet days = 3)
e index2(node;) = remaining days — frequency(node;) =3 —1=2
if index2(node;) > 0 AND index1(node;) = 1
Node i must not be inserted in the current (day = 3)

So, if we initially visit node i on day 2, then we can’t visit it again on day 3, but we can
visit it on day 4 or day 5. By the same logic, if we initially visit node i on day 1, then we can’t

visit it again on day 2, but we can visit it on day 3, 4 or day 5 and so on.

Prior to presenting the proposed heuristics (HA1 and HA2) we overview the Clarke and
Wright Saving algorithm, which is used in both heuristics.

2.3 Clarke & Wright (Construction Method)

The Clarke and Wright (C&W) savings algorithm was published in 1964 and is used to
build initial solutions for Vehicle Routing Problems (VRP) [12].

Since this algorithm is a heuristic algorithm an optimal solution cannot be provided with

certainty. The Clarke & Wright is implemented on problems with one depot from which goods
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must be delivered in specific quantities to customers. The transferring of those quantities requires
a fleet of vehicles, where each vehicle has a certain capacity. Every vehicle must travel a route by
starting and ending at the depot and the objective function is to minimize the total distance. The
concept of “savings” is expressed by merging two different routes (i.e.0 —i —0and 0 —j — 0)

into one (i.e.0 —i — j — 0) for all points of a distance matrix by the formula s;; = s;0 — sjo +

Sij-
Consider the following example:

There is one depot (depot = 0), one vehicle of 100 units capacity and 5 points of certain
demand. Table2.1 is the distance matrix, while Table2.2 provides the customer demand.

Table 2. 1 Table of random distances in km between five points and one depot

0 1 2 3 4 5
0

0 28 31 20 25 34
1

28 0 21 29 26 20
2 31 21 0 38 20 32
3

20 29 38 0 30 27
4 25 26 20 30 0 25
> 34 20 32 27 25 0

Table 2. 2 Table with demands in units of waste for the points of matrix 2.1

Customer Demand
37
35
30
25
32

O WNPEF

The savings are calculated in the following matrix (Table 2.3)



University of the Aegean Department of Financial and Management Engineering

Table 2. 3 Table of savings for the points of matrix 2.1

0 1 2 3 4 5
0 0 0 0 0 0 0
. 0 0 38 19 27 42
2 0 38 0 13 36 33
3 0 19 13 0 15 27
4 0 27 36 15 0 34
> 0 42 33 27 34 0

The point pairs from Table 2.3 in descending order will be:

1-5
1-2
2-4
4-5
2-5
1-4
3-5
1-3
3-4
2-3

In the parallel version nodes 1 and 5 are combined first. The next pair of the list is the 1-2
pair which can be combined with the 0-1-5-0 as node 1 is external to the path, but the combination
0-2-1-5-0 exceeds the vehicle’s capacity and is ultimately rejected. Consequently, points 2 and 4
are combined in the second, parallel phase and the constructed routes will be 0-1-5-0 and 0-2-4-0.
The next available saving pair is 4-5. Both 4 and 5 are external nodes in their routes but the routes
can’t be combined as 0-1-5-2-4-0, because this combination exceeds the vehicle’s capacity. Finally,
points 3 and 5 are combined, as 5 is an external node of route 0-1-5-0 and the combination 0-1-5-
3-0 does not exceed the vehicle’s capacity. In this way the algorithm constructs the routes 0-1-5-3-

0 and 0-2-4-0 with total transportation cost amounting to 171 km.

10
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2.4 Proposed Heuristic HAL

In heuristic HA1 the pairs with highest saving values are chosen first from the saving list
of C&W to be routed. The insertion of nodes into the routes to be completed must meet the
constraints of capacity, time and WBS. The process is repeated for each day of the period until the
frequency of all points is exhausted. The description of the steps is made in short context, while a
more detailed explanation is given in the last pages of the appendix (Appendix N). The
implementation of HAL in MATLAB is presented analytically in appendix (Appendix A, Appendix
C, Appendix D, Appendix E).

The steps of HAL to solve are the following:

Step 1. Set the M days of the period P
Step 2. Define the number of vehicles in a vector veh and the capacity of their cabin cap
(constraint of capacity)
Step 3. Define the frequency of each node f;
Step 4. Designate the total number of refuse bins in every point
Step 5. Set how many bins can a vehicle carry in a single day (constraint of work-shift)
Step 6. Compute the savings list savings
Step 7. IF all the days of the period have been met OR is the first repetition of the algorithm
SELECT day 1
GO to step 8
ELSE
SELECT the next available day
GO tostep 9

Step 8. IF you have used all the vehicles from the fleet OR is the first repetition of day 1
SELECT the 1% vehicle of the fleet
GO tostep 9
ELSE
SELECT the next available vehicle
GO tostep 9

Step 9. IF the frequencies of all points aren’t exhausted
Go to step 10

Elseif the frequencies of all points are exhausted

11
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END of the algorithm

Step 10. IF the list of savings has NOT been scanned until the end
SELECT the next available point pair from the savings list (savings)
GO tostep 11
ELSE
GOtostep 7

Step 11. IF the selected pair from savings can be inserted as a new route or can be combined
according to C&W steps

GO to step 12
ELSE
GO tostep 10

Step 12. IF capacity & time constraints are followed (assum1 and assum2)
GO tostep 13
ELSE
GO tostep 10

Step 13. IF WBS constraint is followed
UPDATE the frequency of points of saving’s point pair
UPDATE the capacity of the truck of the current work-shift
UPDATE the current path
UPDATE the schedule
GO tostep 10
ELSE
GO tostep 10

2.5 Proposed Heuristic HA2

Algorithm HAZ2 is similar with HAL as it uses the same construction method (C&W) to
build initial solutions. Where HA2 differs significantly, is that it first assigns the nodes to days and
after that creates initial solutions. On the other hand, heuristic HAL builds the routes and assign the
nodes to days at the same time. The constraints for both algorithms are the same. The steps of HA2
are described extensively in the chapters of the appendix (Appendix O). ). The implementation of
HA2 in MATLAB is presented analytically in appendix (Appendix B, Appendix C, Appendix D,
Appendix F, Appendix G, Appendix H).
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Step 1.
Step 2.

Step 3.

Step 4.

Step 5.
Step 6.
Step 7.
Step 8.
Step 9.
Step 10.

Step 11.

Step 12.

The steps of HA2 to solve are the following:

Divide the nodes of the problem into classes according to their frequency
Select the cluster with the highest frequencies and sort the nodes in it in ascending order
according to their distance with the depot
Select cluster with the second highest frequency value. Sort the nodes in it, according to
their distance from the last point of the cluster with the immediately smaller value of
frequencies. Repeat that for the rest of the clusters.
Merge the clusters side by side in one list beginning with nodes of clusters with highest
frequency cluster_list
Set the M days of the period P
Define the number of vehicles in a vector veh and the capacity of their cabin cap
Define the frequency of each node f;
Designate the total number of refuse bins in every point
Set how many bins can a vehicle carry in a single day (daily work-shift)
IF all the days of the period have been met OR is the first repetition of the algorithm
SELECT day 1
GO to step 11
ELSE
SELECT the next available day
GO to step 12

IF you have used all the vehicles from the fleet OR is the first repetition of day 1
SELECT the 1% vehicle of the fleet
GO to step 12
ELSE
SELECT the next available vehicle
GO to step 12

IF the frequencies of all points aren’t exhausted
Go to step 13
Elseif the frequencies of all points are exhausted
GO to step 16
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Step 13. IF the list cluster_list has NOT been scanned until the end
SELECT the next available point from the cluster_list
GO to step 14
ELSE
GO tostep 10

Step 14. IF capacity & time constraints are followed (assum1 and assum2)
GO to step 15
ELSE
GO to step 13

Step 15. IF WBS constraint is followed
UPDATE the frequency of points of saving’s point pair
UPDATE the capacity of the truck of the current work-shift
UPDATE the schedule
GO tostep 13
ELSE
GO to step 13

EXECUTE C&W for each single day of the schedule

14
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3. Application of HA1 and HA2 and comparison between the

two heuristic

This chapter presents the application of the algorithms with two simple examples which
have been solved manually, in order to clarify how the two heuristics work. HAL and HA2 are
executed in the first example (application 1) and then implemented again in the second example
(application 2). The only difference between the two simple instances is the frequency per node,

while all other problem parameters remain constant.
The following inputs are needed for the problem construction:

- Number of vehicles

- Number of nodes

- Number of days of the period

- Total number of bins

- Vehicle capacities in bins (assumption 1)

- Limited number of visits for the vehicles (assumption 2)
- Number of bins in each point

- Node frequency

- Coordinates of nodes

- Coordinates of depot

- Distance matrix
3.1 Application 1

The Euclidean distance method is implemented for nine random (x,y) points to build the
distance matrix. The origin (0,0) and the nine points are the following: (0 0), (2 30), (5 29), (5 27),
(10 13), (11 12), (12 11), (15 26), (16 25) and (17 23). Using the formula of Euclidean distance

d(p,q) =d(q,p) = (@1 — )2+ (@2 — p2)*> + -+ (Gn — Pn),

the following distance matrix is produced:
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Table 3. 1 Euclidean distance matrix between all (x,y) points

0 1 2 3 4 5 6 7 8 9
0 0.00 30.07 29.43 27.46 16.40 16.28 16.28 30.02 29.68 28.60
1 30.07 0.00 3.16 4.24 18.79 20.12 21.47 13.60 14.87 16.55
2 29.43 3.16 0.00 2.00 16.76 18.03 19.31 10.44 11.70 13.42
3 27.46 4.24 2.00 0.00 14.87 16.16 17.46 10.05 11.18 12.65
4 16.40 18.79 16.76 14.87 0.00 141 2.83 13.93 13.42 12.21
5 16.28 20.12 18.03 16.16 1.41 0.00 1.41 14.56 13.93 12.53
6 16.28 21.47 19.31 17.46 2.83 141 0.00 15.30 14.56 13.00
7 30.02 13.60 10.44 10.05 13.93 14.56 15.30 0.00 1.41 3.61
8 29.68 14.87 11.70 11.18 13.42 13.93 14.56 1.41 0.00 2.24
9 28.60 16.55 13.42 12.65 12.21 12.53 13.00 3.61 2.24 0.00

In application 1 there are two available vehicles and the maximum load for each vehicle is
6 bins (assumption 1). The daily work-shift for each vehicle is also 6 bins (assumption 2). There is
one depot in (0,0) and nine nodes consisting of one or two bins d = [1,1,1,1,1,1,2,2,2]. Also, those
nodes have a frequency between 1 and 4 visits in a set period of six working days f =
[1,4,4,4,3,3,3,1,1].

Table 3. 2 The number of bins in each node and the number of visits needed in each node (frequency)

Node Number of bins in each node Frequency
1 2 4
2 2 4
3 2 4
4 1 3
5 1 3
6 1 3
7 1 1
8 1 1
9 1 1

According to Clarke & Wright saving’s formula which is s;; = s;9 — sjo + s;; the

following values are calculated (Table 3.3).
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Table 3. 3 Clarke & Wright saving matrix between all (x,y) points of Table3.1

0 1 2 3 4 5 6 7 8 9
0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 0.00 0.00 56.33 53.28 27.68 26.22 24.87 46.48 44.88 42.11
2 0.00 56.33 0.00 54.89 29.07 27.68 26.39 49.00 47.40 4461
3 0.00 53.28 54.89 0.00 28.99 27.58 26.27 47.43 45.96 4341
4 0.00 27.68 29.07 28.99 0.00 31.27 29.85 32.49 32.67 32.80
5 0.00 26.22 27.68 27.58 31.27 0.00 31.14 31.74 32.03 32.35
6 0.00 24.87 26.39 26.27 29.85 31.14 0.00 31.00 31.40 31.88
7 0.00 46.48 49.00 47.43 32.49 3174 31.00 0.00 58.28 55.01
8 0.00 44.88 47.40 45.96 32.67 32.03 31.40 58.28 0.00 56.05
9 0.00 4211 44.61 4341 32.80 32.35 31.88 55.01 56.05 0.00

Figure 3.1 shows the nodes of Table3.1

Figure 3. 1 Graph illustration of nine nodes consisting of 12 bins, one depot = 0 and two waste trucks of six bins

. b ]
o o,
©—-=

AR

o AED

Red Nodes: frequency = 4, Blue Nodes: frequency = 3, Green Nodes: frequency = 4,
Black Nodes: bins

capacify
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HAL in Application 1

The implementation of HA1 takes as priority the pair of nodes with the highest saving from
Table3.3. Initially one of the two available vehicles with capacity equal to six is chosen to be routed
at the first day. Node number 7 and node number 8 is the highest saving pair and therefore

considered firstas routel = [0 -7 —-8—0].

. Current capacity Work-shift -Iggﬁﬂ
Vehicle  Day Routes (number of bins) (number of bins) y
Work- Shift
(assuml) (assum2) (assum2)
Route 1 1 1 0-7-8-0 2 2 2

The next pair with the highest saving is node 1 and node 2 [ 1 — 2]. This pair cannot be
connected directly to route 1, as there is no common neighbor. However, according to the thesis’
Clarke & Wright variation, the parallel building of routes is permitted. Consequently, neighbors

[ 1 — 2] is the second route of day 1.

. Current capacity Work-shift ggﬁxl
Vehicle  Day Routes (number of bins) (number of bins) Y
Work- Shift
(assum1) (assum2) (assum?)
Route 1 1 L 0-7-8-0 2 2 6
Route 2 1 0-1-2-0 4 4

By the last insertion (route2) the total demand became six which actually reaches the
maximum limit of bins that the waste truck can collect in a single day according to assum2. The
use of parallel variation of C&W algorithm permits us to combine the [1 — 2] and the [7 - 8] into
one route. Also, by this move the total demand does not exceed the truck’s capacity. Thus, route 2
is deleted and the final solution for the first truck onday 1is[0-1-2-7 -8 -0].

) Current capacity Work-shift gc;?l
Vehicle  Day Routes (number of bins) (number of bins) y
Work- Shift
(assum1l) (assum2) (assum?)
Route 1 1 1 0-1-2-7-8-0 6 6 6

After that, the frequency of nodes [1, 2, 3, 4, 5, 6, 7, 8, 9] is updated and becomes equal to
[3,3,4,3,3,3,0,0, 1]. Nodes 7 and 8 will not be visited any longer due to their zero frequency,

while nodes 1 and 2 will be visited three more times.
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Once the constraint of work-shift is reached, we move on day 2 in order to follow the same
process. More specifically, the Table of savings (Table 3.3) will be scanned again from the
beginning in the same way as in day 1. At the top of Table3.3 is the [ 7 — 8], but this pair cannot be
selected because of zero frequency. The next pair with the largest saving is [1 — 2]. To achieve a
more uniform schedule, visiting nodes in two consecutive days is avoided if that is possible. To

compute that we need to follow the WBS scenario:
Node 1 has been visited in the immediately preceding day, so index1 of node 1 is equal to 1
o indexl(node;) =1

In the following computation, remaining days is the total number of unmet days of the period. The
frequency refers to the current frequency of a node.

o index2(node,) = remaining days — frequency(node;) =5—3 =2
if index2(node;) > 0 AND index1(node;) =1
Node 1 cannot be inserted
Node 2 has been visited in the immediately preceding day, so index1 of node 2 is equal to 1
e index2(node;) =1

In the following computation remaining days is the total number of the unmet days of the period.
The frequency refers to the current frequency of a node.

index1(node,) = remaining days — frequency(node;) =5—3 = 2
if index2(node,) > 0 AND index1(node;) =1
Node 2 cannot be inserted

In this case both conditions are met, so the insertion of [1 — 2] is invalid. Continuing in
day 2 we go to the next highest saving pair in Table3.3 which is [8 — 9]. According to our
restrictions, route [0 — 8 — 9 — 0] is not feasible as one of the two points has frequency equal to
zero. The next highest pair of nodes in Table3.3 is [7 — 9], which cannot be inserted as the
frequency of node 7 is zero. The next unmet pair is [2 — 3] which cannot be inserted as node 2
doesn’t meet the WBS scenario. The pair [1 — 3] follows, but node 1 also doesn’t meet the WBS
scenario. The next highest pairs in Table3.3 which are [7 — 2], [7— 3], [2—8], [3—8], [1 - 8]
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are rejected because the frequency of points 7 and 8 is equal to zero. The next available pair is the
[2 — 9], but node 2 doesn’t meet the WBS scenario. After [2 — 9] in Table3.3 is the pair [3 - 9],
which doesn’t violate the constraint of frequency or the WBS scenario. Consequently, the first route

ofday 2isroute2=[0—-3-9—-0].

. Current capacity Work-shift gc;ﬁstl
Vehicle  Day Routes (number of bins) (number of bins) Yy
Work- Shift
(assum1l) (assum2) (assum?)
Route 2 1 2 0-3-9-0 3 3 3

The next pair is the [1 — 9] which cannot be inserted as node 1 doesn’t meet the WBS
scenario. After [1 — 9], the pair [4 — 9] follows. Node 4 is then added next to node 9 in route 2 as

theroute [ 0 —3 — 9 — 4 — 0] doesn’t exceed the truck’s capacity or the daily work-shift.

. Current capacity Work-shift ggﬁ"l
Vehicle  Day Routes (number of bins) (number of bins) Y
Work- Shift
(assum1) (assum2) (assum?)
Route 2 1 2 0-3-9-4-0 4 4 4

The pairs of [4 — 8] and [4 — 7] cannot be combined due to the WBS scenario. The next
highest pair of Table3.3 is [4 — 5]. Node 5 can be added next to node 4 as the constructed route

doesn’t violate the truck’s capacity or the daily work-shift.

. Current capacity Work-shift g(;?lal
Vehicle  Day Routes (number of bins) (number of bins) Yy
Work- Shift
(assum1l) (assum2) (assum?)
Route 2 1 2 0-3-9-4-5-0 5 5 5

The next permitted pair of nodes is the [5 — 6] and the path of day 2 is converted to:

. Current capacity Work-shift g:?l
Vehicle  Day Routes (number of bins) (number of bins) Y
Work- Shift
(assum1l) (assum2) (assum?)
1 2 0-3-9-4-5-6
Route 2 0 6 6 6
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After that, the frequency of nodes [1, 2, 3, 4, 5, 6, 7, 8, 9] is updated and becomes equal to
[3,3,3,2,2,2,0,0, 0] and consequently node 9 (as nodes 7 and 8) will not be visited any longer.

Once the daily work-shift of truck 1 at day 2 is reached we move on day 3. The process of
days 1 and 2 is repeated. At the top of Table3.3 [ 7 — 8], but this pair cannot be selected because of
zero frequency. The next pair with the largest saving is [1 — 2]. This time the [1 — 2] can feasibly

be added at day 3, as the WBS scenario is not violated.

. Current capacity Work-shift -Iggﬁﬂ
Vehicle  Day Routes (number of bins) (number of bins) y
Work- Shift
(assuml) (assum2) (assum2)
Route 3 1 3 0-1-2-0 4 4 4

The frequency of nodes 1 and 2 is updated and becomes equal to [2, 2]. All the next
available pairs in the savings Table cannot be combined with route 3, because the WBS scenario is
violated at any case. Since the saving’s Table has been scanned entirely without any insertion the

process is completed and we move on the next day.

Table 3.3 starts to be being scanned from the beginning for the next available day of the
period which is day 4. At the top of the Table3.3 is the [ 7 — 8], but this pair cannot be selected
because of zero frequency. The next pair with the largest saving is [1 — 2]. According to WBS, this
pair cannot be inserted in day 4. The pairs [8 — 9] and [7 — 9] have at least one node of zero frequency
so they can’t be added as initial routes at day 4. The next feasible saving pair from Table3.3 is [4 —

5] which is set as the initial route of day 4.

. Current capacity Work-shift gc;?l
Vehicle  Day Routes (number of bins) (number of bins) Y
Work- Shift
(assuml) (assum2) (assum?)
Route 4 1 4 0-4-5-0 2 2 2

After the [4 — 5], pair [5 — 6] follows. Node 6 will be connected next to node 5 in route 4

as the truck’s capacity and truck’s work-shift are not exceeded.

. Current capacity Work-shift -Iggﬁ“
Vehicle Day Routes (number of bins) (number of bins) Yy
Work- Shift
(assum1l) (assum2) (assum?)
Route 4 1 4 0-4-5-6-0 3 3 3
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Pair [6 — 7] is skipped as node 7 has zero frequency. The next highest saving pair is [6 —
4], which is skipped, as both points 6 and 4 have already been added in the current route. Pair [2 —
4] is skipped since node 2 doesn’t meet the WBS criterion. Continuing in Table3.3 the next

available pair which is met consists of nodes 3 and 4. Node 3 is then added before node 4.

) Current capacity Work-shift ggﬁﬂ
Vehicle Day Routes (number of bins) (number of bins) y
Work- Shift
(assum1l) (assum2) (assum?)
Route 4 1 4 0-3-4-5-6-0 5 5 5

All the following pairs from Table3.3 don’t meet the criteria of the problem and therefore
route 4 is completed. By the same logic, we continue until the last day of the period. Consequently,
two more routes will be created called route 5 and route 6 which are inserted at days 5 and 6

respectively. The results of the processes are shown in the following table.

Route ) Current capacity Work-shift ggﬁ\l
Vehicle  Day Routes (number of bins) (number of bins) y
No (assum1l) (assum?2) Work- Shift
(assum2)
Route 1 1 1 0-1-2-7-8-0 6 6 6
0-3-9-456
Route 2 1 2 6 6 6
-0
Route 3 1 3 0-1-2-0 4 4 4
Route 4 1 4 0-3-4-5-6-0 5 5 5
Route 5 1 5 -1-2-3-0 6 6 6
Route 6 1 6 -1-2-3-0 6 6 6

As can been seen after the last day of the period (day 6), nodes 4, 5, 6 appear twice in the
schedule, although the required frequency of these nodes is three. Therefore, the next available
vehicle from the fleet will be chosen and we start again at day 1. Nodes 1, 2, 3, 7, 8, 9 have
frequency equal to zero so the corresponding pairs in Table3.3 will be skipped. The first highest
saving pair between nodes 4, 5 and 6 in Table3.3 is [4 — 5] with capacity equal to 2 bins/vehicle
and work-shift equal to 2 bins/vehicle. The next available pair is [5 — 6] which will be combined
with [0 —4 —5— 0] to gives [0 — 4 — 5— 6 — 0]. Therefore, the second vehicle in day 1 will execute

the following route:
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. Current capacity Work-shift -Iggﬁ"l
Vehicle  Day Routes (number of bins) (number of bins) Y
Work- Shift
(assum1l) (assum2) (assum?)
Route 7 2 1 0-4-5-6-0 3 3 3

After the creation of Route 7 the frequency of all nodes becomes zero and the algorithm

HAL comes to an end. The final plan is shown in the following table.

Table 3. 4 The final plan of HAL in application 1 (period = 6 day)

Route . Current capacity Work-shift ggﬁﬂ
Vehicle Day Routes (number of bins) (number of bins) y
No Work- Shift
(assum1) (assum2)
(assum?2)
Route 1 1 1 0-1-2-7-8-0 6 6 6
Route 7 2 1 0-4-5-6-0 3 3 3
0-3-9-4-5-6
Route 2 1 2 6 6 6
-0
Route 3 1 3 0-1-2-0 4 4 4
Route 4 1 4 0-3-4-5-6-0 5 5 5
Route 5 1 5 0-1-2-3-0 6 6 6
Route 6 1 6 0-1-2-3-0 6 6 6

The total distance for all routes is 431 km. The first vehicle made 6 work-shifts during the
period while the second vehicle made only one work-shift at day 1. So, the total number of routes
is 7 through the whole period. None of the two vehicles made a double work-shift in a single day.

HAZ2 in Application 1

HAZ2 is implemented in two steps: the first part involves the assigning of nodes in the days
of the period according to the problem’s restrictions and the second part involves the
implementation of the Clarke and Wright in each single day as a classic VRP. In contrast with
HAL, HA2 gives priority to the variable of frequency of visits. The aim of this algorithm is to create

as less routes as possible by creating appropriate clusters.
First Clustering of HA2

The first step is to create a cluster which contains nodes of the same frequency value. Each

color on the graph (Figure 3.2) corresponds to a certain frequency: red corresponds to nodes which
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will be visited four times in the week, blue to those that will be visited three times and green to

those visited once per week. This classification can be seen in Figure 3.2 and Table 3.5:

Figure 3. 2 Graph illustration of classification of the nodes according to their frequency value.

cluster 2

ADR
o AED

Red Nodes: frequency = 4, Blue Nodes: frequency = 3, Green Nodes: frequency = 4,

Black Nodes: bins in each point

Table 3. 5 Classification of the nodes according to their frequency value

Clusters Nodes Node’s color Node’s frequency
Cluster 1 1,2,3 red 4
Cluster 2 4,56 blue 3
Cluster 3 7,89 green 1

Cluster 1 =[1 2 3] (red nodes), cluster 2 = [4 5 6] (blue nodes) and cluster 3 =[7 8 9] (green nodes).
Second Clustering of HA2

In the first cluster, nodes are placed in ascending order with respect to their distance from
the depot; so clusterl will be C1 =[3, 1, 2] (red nodes). The nodes of cluster 2 are also placed in
ascending order, but this time in accordance with the distance from the last node of cluster 1. Thus,
C2 =[4, 5, 6] (blue nodes). Finally, based on the last point of cluster 2, Cluster 3 (green nodes)
becomes C3 =9, 7, 8].

Final clustering of HA2
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The next step is to merge all clusters in one cluster, cluster 4, by placing them side by side
[cluster 1, cluster 2, cluster 3]. The result will take the following format: cluster 4 =[31245
6978]

Assigning nodes to days

The next procedure regards the selection of nodes one by one from cluster 4, in order to
assign them to days, respecting vehicle’s capacity (assuml), daily work-shift (assum2) and WBS

scenario. This is done by the following steps:

Select the first available vehicle of the fleet (capacity = 6 bins/vehicle) and go to day 1.
The first assignment concerns point 3 which is the first one from cluster 4.

. . Current capacity Work-shift ggﬁa\l
Vehicle Day  Assigned Nodes (number of bins) (number of bins) Y
Work- Shift
(assum1l) (assum2) (assum2)
Route 1 1 1 3 2 2 2

The next available node of cluster 4 is node 1. If we assign node 1 to day 1, the capacity
and the work-shift will not be violated for that day.

. . Current capacity Work-shift g(;?lal
Vehicle Day  Assigned Nodes (number of bins) (number of bins) Yy
Work- Shift
(assum1l) (assum2) (assum2)
Route 1 1 1 3,1 4 4 4

The next available node of cluster 4 is node 2. The combination of nodes 3,1,2 at day 1 is

feasible, as it just reaches the work-shift and capacity’s limits but doesn’t exceed them.

. . Current capacity Work-shift g(;?lal
Vehicle Day  Assigned Nodes (number of bins) (number of bins) Yy
Work- Shift
(assum1l) (assum2) (assum?)
Route 1 1 1 3,1,2 6 6 6

The current frequencies of nodes 3, 1 and 2 are updated at 2 as they all have been used on
the 1% day. Once the work-shift is reached, we go to the next available day of the period which is

day 2. The first 3 points of cluster 4 are 1,2 and 3 which have already been used on day 1 and
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therefore according to WBS scenario cannot be used in two days in a row. Consequently, point 4

of cluster 4 is assigned to the 2" day.

. . Current capacity Work-shift -Iggﬁﬂ
Vehicle Day  Assigned Nodes (number of bins) (number of bins) y
Work- Shift
(assum1) (assum2) (assum?)
Route 2 1 2 4 1 1 1

The next two nodes of cluster 4, are 5 and 6 which can feasibly be added on day 2 as the

total work-shift and capacity are not exceeded.

. . Current capacity Work-shift ggﬁ\l
Vehicle Day  Assigned Nodes (number of bins) (number of bins) y
Work- Shift
(assum1) (assum2) (assum?)
Route 2 1 2 4,5,6 3 3 3

If we combine the remaining nodes of cluster 4 which are 9,7 and 8 with nodes 4,5 and 6

on day 2, none of the constraints will be violated.

. . Current capacity Work-shift gg??l
Vehicle Day  Assigned Nodes (number of bins) (number of bins) y
Work- Shift
(assum1) (assum2) (assum?)
Route 2 1 2 4,5,6,7,8,9 6 6 6

By the insertion of nodes 7,8 and 9, the frequency of these nodes is reduced to zero and
consequently they will not be visited any longer. The constraints of work-shift and capacity are
both reached and therefore we move to day 3 of the period. On day 3, nodes 1,2,3 from cluster 4

are available to be visited, while nodes 4,5,6 are not, according to WBS scenario.

. . Current capacity Work-shift 'Ig(;hal
Vehicle Day  Assigned Nodes (number of bins) (number of bins) y
Work- Shift
(assuml) (assum2) (assum?)
Route 3 1 3 3,12 6 6 6

Similarly, to day 1, the insertion of nodes 1,2 and 3 from cluster 4 reaches the constraint
of work-shift on day 4. According to WBS scenario, this leads us to the end of the processes for
day 4.
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) ) Current capacity Work-shift gg??l
Vehicle Day  Assigned Nodes (number of bins) (number of bins) y
Work- Shift
(assum1l) (assum2) (assum?)
Route 4 1 4 45,6 3 3 3

On days 5 and 6, WBS dictates that all the remaining nodes of cluster 4 are available to be

visited, except nodes 7,8 and 9 which have been exhausted. So, the first 3 nodes from cluster 4

which are 1,2 and 3 will be selected to be visited on day 5.

) ) Current capacity Work-shift ggﬁﬂ
Vehicle Day  Assigned Nodes (number of bins) (number of bins) Yy
Work- Shift
(assum1l) (assum2) (assum?)
Route 5 1 5 3,12 6 6 6

Furthermore, the daily work-shift of the current day is reached and therefore we move on

the next available day of the period. By the last insertion, the corresponding frequencies of cluster

4 are

following:
[1,1,1,1,1,1,0,0,0]

cluster 4 = [3,1,2,4,5,6,9,7,8] - frequencies of cluster 4 =

On day 6 and accordingly to WBS scenario all points are available to be used. This means

that the first 3 nodes of cluster 4 will be used again as in days 1,3 and 5.

) ) Current capacity Work-shift gc;?l
Vehicle Day  Assigned Nodes (number of bins) (number of bins) Work- ghift
(assum1l) (assum2) (assum?)
Route 6 1 6 3,12 6 6 6
In that way, the plan unlit now has been designed as follows:
) ) Current capacity Work-shift gc;?l
Vehicle Day  Assigned Nodes (number of bins) (number of bins) Work- ghift
(assuml) (assum2) (assum?)
Route 1 1 1 3,12 6 6 6
Route 2 1 2 4,5,6,7,8,9 6 6 6
Route 3 1 3 3,1,2 6 6 6
Route 4 1 4 4,5,6 3 3 3
Route 5 1 5 3,1,2 6 6 6
Route 6 1 6 3,1,2 6 6 6
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As shown, nodes 1,2,3,7,8 and 9 have been visited as many times as their frequency

defines, although nodes 4,5 and 6 have not. On that occasion the next available truck will be chosen,

and we select the first day of the period. Now according to the WBS scenario, all nodes are forced

to be used respecting only the constraints of the work-shift and capacity. Therefore, on day 1 nodes
4,5 and 6 will be added.

) ) Current capacity Work-shift ggﬁﬂ
Vehicle Day  Assigned Nodes (number of bins) (number of bins) y
Work- Shift
(assum1l) (assum2)
(assum2)
Route 1 1 1 3,1,2 6 6 9
Route 7 2 45,6 3 3
Route 2 1 2 4,5,6,7,8,9 6 6 6
Route 3 1 3 3,12 6 6 6
Route 4 1 4 45,6 3 3 3
Route 5 1 5 3,12 6 6 6
Route 6 1 6 3,12 6 6 6

The next step for the algorithm is to execute the VRP problem for each single day of the

week and for the corresponding assigned points. The computation of the VRP is solved by the use

of C&W method and the required data, are the distance matrix (table 3.1) and the corresponding

saving’s Table(table 3.3).

After using the C&W method for each day of the period we take the following initial
solutions (Table 3.6).

Table 3. 6 The final plan of HA2 in application 1 (period = 6 day)

. . Current capacity Work-shift 'Ig(;hal
Vehicle Day  Assigned Nodes (number of bins) (number of bins) y
Work- Shift
(assum1l) (assum2)
(assum2)
Route 1 1 -1-2-3-0 6 6
1 9
Route 7 2 0-4-5-6- 3 3
Route 2 1 2 0-7-8-9-4-5 6 6 6
-6-0
Route 3 1 3 0-1-2-3-0 6 6 6
Route 4 1 4 0-4-5-6-0 3 3 3
Route 5 1 5 0-1-2-3-0 6 6 6
Route 6 1 6 0-1-2-3-0 6 6 6
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The total distance cost for all routes becomes 418 km. An important remark is that we have
significantly more routes and visited nodes during the first two days compared to the other days.
Also, both available vehicles were needed to complete the plan; the first vehicle completed one

daily work shift every day of the week, while the second one assisted only in the first day.

The results of HA1 and HAZ2 in application 1

In application 1 algorithm HA2 works better than the HA1 (418 km < 431 km). The reason
for this outcome is that the main idea of HA2 is to combine the nodes with same visiting frequency
first. Consequently, when the neighbors of the same frequency are close to each other, HA2 works
efficiently. For further understanding of this explanation, refer to Figure 3.2.

As we can see the nodes of same frequency are placed close to each other and therefore
algorithm HA2 works effectively. In the following chapter (application 2) an opposite case is
considered (neighbors of the same frequency are arbitrarily placed), in order to see if the behavior

of the two algorithms changes.

3.2 Application 2

The inputs of Application 2 are similar to application 1, except one parameter: the
frequency of visits in each node. Consequently, the Table of distances and savings between all the
points remain the same.

Table 3.1 Euclidean distance matrix between all (x,y) points

0 1 2 3 4 5 6 7 8 9
0 0.00 30.07 29.43 27.46 16.40 16.28 16.28 30.02 29.68 28.60
1 30.07 0.00 3.16 4.24 18.79 20.12 21.47 13.60 14.87 16.55
2 29.43 3.16 0.00 2.00 16.76 18.03 19.31 10.44 11.70 13.42
3 27.46 4.24 2.00 0.00 14.87 16.16 17.46 10.05 11.18 12.65
4 16.40 18.79 16.76 14.87 0.00 141 2.83 13.93 13.42 12.21
5 16.28 20.12 18.03 16.16 141 0.00 141 14.56 13.93 12.53
6 16.28 21.47 19.31 17.46 2.83 1.41 0.00 15.30 14.56 13.00
7 30.02 13.60 10.44 10.05 13.93 14.56 15.30 0.00 1.41 3.61
8 29.68 14.87 11.70 11.18 13.42 13.93 14.56 1.41 0.00 2.24
9 28.60 16.55 13.42 12.65 12.21 12.53 13.00 3.61 2.24 0.00
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Table 3.3 Clarke & Wright saving matrix between all (x,y) points of Table3.1

0 1 2 3 4 5 6 7 8 9
0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 0.00 0.00 56.33 53.28 27.68 26.22 24.87 46.48 44.88 4211
2 0.00 56.33 0.00 54.89 29.07 27.68 26.39 49.00 47.40 4461
3 0.00 53.28 54.89 0.00 28.99 27.58 26.27 47.43 45.96 4341
4 0.00 27.68 29.07 28.99 0.00 31.27 29.85 32.49 32.67 32.80
5 0.00 26.22 27.68 27.58 31.27 0.00 31.14 31.74 32.03 32.35
6 0.00 24.87 26.39 26.27 29.85 31.14 0.00 31.00 31.40 31.88
7 0.00 46.48 49.00 47.43 32.49 31.74 31.00 0.00 58.28 55.01
8 0.00 44.88 47.40 45.96 32.67 32.03 31.40 58.28 0.00 56.05
9 0.00 4211 44.61 4341 32.80 32.35 31.88 55.01 56.05 0.00

Moreover, the only difference between the two applications is the frequency of each node

which is represented in the following table:

Table 3. 7 The number of bins in each node are shown by column demand and the number of visits in each node of
application 2 are shown by column frequency

Node Number of bins in each node Frequency
1 2 4
2 2 3
3 2 1
4 1 1
5 1 4
6 1 3
7 1 3
8 1 1
9 1 4

Figure 3.3 illustrated the nodes of Table3.1
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Figure 3. 3 Graph illustration of nine nodes consisting of 12 bins, one depot = 0 and two waste trucks of six units
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HAL in Application 2

The steps of HAL in application 2 are the same with those of HAL in application 1. The

execution of algorithm HAL in application 2 produces the following plan:

Table 3. 8 The final plan of HA1 in application 2 (period = 6 day)

Route . Current capacity Work-shift E(;Ial

Vehicle Day Routes (number of bins) (number of bins) Yy

No Work- Shift
(assum1l) (assum2)
(assum2)
Route 1 1 1 0-1-2-7-8-0 6 6 ;
Route 7 2 1 0-5-0 1 1
0-3-9-4-5-6
Route 2 1 2 6 6 6
-0

Route 3 1 3 0-1-2-7-0 5 5 5
Route 4 1 4 0-5-9-6-0 3 3 3
Route 5 1 5 0-1-2-7-9-0 6 6 6
Route 6 1 6 0-1-9-5-6-0 5 5 5

The total cost for all routes is 463 km. The first vehicle made 6 work-shifts during the
period while the second vehicle made just one work-shift on day 1. So, the total number of routes

are 7 through the whole period.
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HAZ2 in Application 2

The steps of HA2 in application 2 are the same with those of HAZ2 in application 1. The
execution of algorithm HAZ2 in application 2 produces the following plan:

Table 3. 9 The final plan of HA2 in application 2 (period = 6 day)

Route ) Current capacity Work-shift BZE?I
Vehicle Day Routes (number of bins) (number of bins) y
No Work- Shift
(assuml) (assum2)
(assum2)
Route 1 1 1 0-1-2-9-5-0 6 6 6
0-3-7-8-4-6
Route 2 1 2 6 6 6
-0
Route 3 1 3 0-1-2-9-5-0 6 6 6
Route 4 1 4 0-7-9-5-6-0 6 6 6
Route 5 1 5 0-1-2-9-5-0 6 6 6
Route 6 1 6 0-1-2-9-5-0 6 6 6

The total cost of all routes is 595 km. In this execution only the one waste truck is used out

of the two available. The vehicle makes just 6 routes, each for every single day of the period.
The results of HA1 and HAZ2 in application 1 and application 2

The total cost for the routes of algorithm HA1 and HAZ2 in application 2 are 463 km and
595 km respectively. In contrast to the last example, in application 1 algorithm HA2 has lower
distance cost than HAL. These results are due to the different frequency value of the nodes.
Moreover, in the first example, the nodes of same frequency were close to each other, and in this
case algorithm HAZ fits better. On the other hand, in the second case the coordinates of all points
do not change but the corresponding frequencies are arbitrarily chosen and HA1 produces routes

with lower distance cost.
3.3 Application in large-scale problems

The collection and transport of bins from the streets of a populated area is a difficult and
demanding task for any municipality. In many cases, these areas are large and extend to the area of
entire cities. To examine the performance of the proposed heuristics to such large cases, in this
section we present eight applications with a range of 50 until 1400 pick-up points. For each case

we generated 50 instances.
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The problem generator has been provided with the following inputs:

- Number of vehicles

- Number of nodes

- Number of days of the period

- Number of total bins

- Vehicle capacities

- Node demand (number of bins)
- Node frequency

- Coordinates of nodes

- Coordinates of depot

- Distance matrix

- Auvailable nodes to visit in a day

Additionally, note that the following probability distributions have been used for generating the

data;

- Vehicle capacity is generated from a Uniform distribution U(100,100).

- Node demand is generated from a Uniform distribution U(1,3).

- Node frequency is generated from a Uniform distribution U(2,5).

- The coordinates of the nodes and depot are generated from a Uniform
distribution U(50,10000).

- Auvailable nodes to visit each wvehicle in a day is generated from Uniform
distribution U(100,100).

The data have been generated using Matlab, algorithms HA1 and HA2 have been applied
in each problem and the corresponding results are presented and further analyzed in the following

paragraphs of this section.

For each number of nodes, 50 problems have been generated and solved, and the results
are provided by the averages presented in Table 3.10 and in Figures 4.3, 4.4. The first column of
Table 3.10 shows the number of points, the second column is the average number of bins. The third
column presents the average number of visits in each execution. Columns 4 and 5 present the results
of average costs in km for HA1 and HAZ2 respectively. The last column computes the percentage

difference between the 4™ and the 5™ column.
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Table 3. 10 Average total distances and percentage differences for heuristic algorithm HAL and heuristic algorithm
HA2 for a fleet of 15 waste trucks with capacity = 100

Number of Average total Average total Average Average Percentage

Nodes number of bins number of distance cost in  distance cost in difference of

visits per km for HA1 km for HA2 distance cost

period (HA1-HA2)
50 97.66 170.04 187.1 186.68 0.22%
150 297.96 520.4 438.2 453.89 -3.45%
350 698.4 1223.8 924.81 957.92 -3.45%
500 1001.08 1742.92 1258.35 1301.66 -3.32%
700 1396.6 2451.98 1723.68 1769.69 -2.59%
1000 1995.12 3492.38 2379.07 2443.50 -2.63%
1200 2403.86 4204.6 2835.25 2905.65 -2.42%
1400 2801.92 4901.54 3264.27 3333.19 -2.06%

Figure 3.4 presents the average distance vs. the number of nodes. Naturally, as the number
of nodes increases the total distance increases too. As can been seen, heuristic algorithm HAZ2 is

better only in the first case where the number of nodes is 50.

Figure 3. 4 Average total distance of heuristic algorithm HAL and HA2 for a fleet of 15 vehicles with capacity = 100
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Figure 3.5 shows the percentage difference of the average distance between algorithm HA1
and HA2 (column 6 of Table3.10). The difference varies between 0% - 4.50% . Only one result is

below zero, and algorithm HAL produces better results in all other cases.

Figure 3. 5 Percent difference of distance between heuristic algorithm HA1 and HA2 for a
fleet of 15 vehicles with capacity = 100

Percentage difference
N

50 150 350 500 700 1000 1200 1400
Number of nodes

=@==Percentage Difference of distance

Use of fleet

Figure 3.6 presents how many vehicles were needed in order to empty all the bins of the
corresponding examples. Naturally, the number of waste trucks increases while the number of
nodes increases. In most cases algorithm HA2 uses more vehicles than HA1. Moreover, for the
cases of 1200 nodes and more, both algorithms use100% of the fleet.

Figure 3. 6 Average total number of vehicles that needed for heuristic algorithm HAL and
HA2 for a fleet of 15 vehicles with capacity = 100
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In Figure 3.7 the percentage difference of use of the fleet between algorithms HAL and
HAZ2 is shown. The points of the graph which are below zero show that algorithm HA2 uses less
vehicles than HAL. In the current graph most points are above zero which actually means that HAL
needs less waste trucks than HA2. For the cased 1200 nodes and above both heuristics use 100%
of the fleet.

Figure 3. 7 Percent difference of vehicles between of heuristic algorithm HA1 and HA2 for a
fleet of 15 vehicles with capacity = 100
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Total number of routes

Table 3.11 presents some extra information about the 8 implementations. The first, the
second and the third column contain the total number of nodes, the average total number of bins
and the corresponding average total number of visits for each implementation, as in Table3.10. The
fourth and the fifth columns present the total average number of routes that HA1 and HA2 need in
order to pick up all waste. Heuristic HA2 has been built to minimize the total number of routes and
as expected, it produces less routes than HA1.

Table 3. 11 Average total number of routes for heuristic algorithm HA1 and heuristic algorithm HA2 for a fleet of 15
waste trucks with capacity = 100

Number of  Average total Average total Total number of Total number of Percentage
Nodes number of number of visits unloads for HA1 unloads for HA2 difference of
bins per period total routes
(HAL - HA2)
50 97.66 170.04 13.7 13.38 2.33%
150 297.96 520.4 38.74 39.76 -2.56%
350 698.4 1223.8 86.26 85.78 0.55%
500 1001.08 174292 119.96 1184 1.3%
700 1396.6 2451.98 167.82 166.04 1.06%
1000 1995.12 3492.38 237.82 237.64 0.07%
1200 2403.86 4204.6 281.32 280.28 0.36%
1400 2801.92 4901.54 330.54 328.08 0.74%
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Figure 3.8 presents how many routes are produced for each example by HA1 (blue line)
and HAZ2 (orange line). As expected, HA2 constructs fewer routes than those of HAL, in most
cases.

Figure 3. 8 Average total number of routes of algorithm HAL and HA2 for a fleet of 15 vehicles with
capacity = 100
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Figure 3.9 indicated that in the nine out of ten cases, algorithm HA2 creates less routes

than HA1. Of course, less number of routes doesn’t automatically mean less distance cost.

Figure 3. 9 Percent difference of routes between of heuristic algorithm HA1 and HA2 for
a fleet of 15 vehicles with capacity = 100
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4. Local Search Methods: Improvements Heuristics for Single
Route and Multi Route problems

Improvement Heuristics Description

This category of algorithms can be used if an initial solution of a routing problem has
already been found. The categories of local search algorithms that analyzed in this section will be
executed in the initial solutions of the case study in chapter 5. The aim of these heuristic methods
is to further refine a route. In each iteration of the algorithm, the cost either remains the same or is

improved. Improvements are accepted.

As an example, assume the following route: [1 — 2 — 3 — 4 — 1]. We compute the
corresponding distance cost of the route and save it in C_1. Thereafter, we consider which
improvement heuristic option is more suitable for the existing route. Let us suppose that the

outcome in the very first iteration whereby nodes 2 and 3 have been swapped is the following:

ROUTE = [1 - 3 -2 — 4 — 1] and the corresponding distance cost is C_2, where C_2 <
C_1.

The next step is to save that change and to move on for further improvement. The number
of iterations depends on how large the problem is and the type of algorithm used. It is noted that
all possible changes cannot be examined, if the total number of nodes is very large. It is therefore
necessary to find an appropriate terminal condition in a reasonable computation time, so that the

distance will be reduced as much as possible.

The improvement heuristic methods are categorized into single route problems (Intra

Route) and multi route problems (Inter Route). The former category consists of:
. A—opt
. Or —opt

and the latter category consists of:

. Exchange-operator
. Relocate-operator
. Cross-exchange
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. Cyclic-transfer
. Geni-exchange

So, the variations of the first category are adequate for the Travelling Salesman Problem. In a multi-
route problem, a method from the Inter Route category is recommended. This chapter is dealing
with A — opt and Exchange-operator, which will be used in the case study of the thesis. Also, the
Or-opt, Relocate-operator and cross-exchange are analyzed in the appendices.

4.1 ) —opt [Intra Route]

The A — opt algorithm belongs to Intra Route category and is one of the most popular local
search methods. In particular, this method is implemented by swapping two nodes in each iteration
in a way that it can completely alter and disentangle the edges of the graph, reducing the total
distance. Moreover, if the exchange includes more than two nodes in each iteration, the model takes
the corresponding domain name. For instance, if we swap three nodes at a time the model is known
as 3-opt, otherwise if the swap includes 4 nodes at a time it is known as 4-opt etc. Consider the
simple example below: ROUTE = [i—» i+1—-> j—- j+1-> 1]

Figure 4. 1 Schematic illustration of initial feasible solution for a single route problem with 4 nodes, 1 vehicle and 1

depot
m ................................ li+1)

Since 2-opt application has been selected, we must choose two different nodes from the
route to exchange each other. To save time, only the first repetition of the problem is executed. If
we exchange node (i+1) with node (j), the result is going to be this: ROUTE = [i—> j—> i+1 -
j+1-1i].
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Figure 4. 2 Representation of route (Figure 4.1) following the application of 2-opt algorithm
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4.2 Exchange — Operator [Inter Route]

The execution of exchange-operator is similar to A-opt, as in this case an exchanging
method between single nodes is used. The difference here is that any exchange must be made
between routes and not in a single route. In more detail, two nodes from separate routes have to be
swapped in cases in which the distance decreases. In literature this method is also known as 2-opt*.
If the exchange is related with 3 or more nodes (n), then the name becomes n-opt*. In the next
example there are two routes, which consist of two customers: ROUTE1 = [a—»j—= b —a]and
ROUTE2 = [a—> i—=> c—>a]

Figure 4. 3 Schematic illustration of initial feasible solution for a multi route problem with 5 nodes, 1 vehicle and 1
depot

To implement the exchange-operator, the same number of customers in each route must be

selected. In ROUTE 1 we select node (i) and in ROUTE 2 customer (j). The result after exchanging
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these customers between the two routes is the following: ROUTE1 = [a— i—» b—a] and
ROUTE2 = [a—> j—= c—a]

Figure 4. 4 Representation of route (Figure 4.3) following the application of Exchange-operator algorithm

)
——
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5. Case Study

This thesis aims to propose a solution to the collection and transportation of recyclable
material in the municipality of Chios. A collaboration with the corresponding municipal cleaning
service of Chios was arranged in order to collect the needed data. During the first meeting, the
author realized that the process of waste collection and transportation was planned based on
experience. A questionnaire was constructed and sent to the appropriate authority to acquire all
needed data. The content of the questionnaire gathered information about the fleet of collection
trucks, truck timetables, the location of the pick-up points etc.

In the case study we construct the plan to route the municipality’s vehicles in order to serve

all bins at the prescribed frequencies using algorithm HAL.
Below is the data needed to solve the problem:

= the nodes with the corresponding distance matrix
= the number of bins at each node,
= the frequency of visits,

= the number of available vehicles
These points are covered in more detail in appendix (Appendix L, Appendix M).

The area under consideration concerns the capital (“Chios’) and some villages in the north
and south of the city. The depot and the disposal site are located in the village of Chalkeios. The
upper boundary of a daily route is on the north part of the city in village “Vrontados™ and north
west of Chios in Karyes. The most southern area of a daily route is at the village “Agia Ermioni”
and south west in village Chalkeios where the depot is also located. The visualization of these are

presented in the following map (figure 5.1) which was taken from google maps.
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Figure 5. 1 Geographical bounds in which the collection of plastic materials executed daily by municipality of

Chios.
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As mentioned before, the depot and the appropriate storage site are in the same location
(village of “Chalkeios”). The material collection fleet consists of three vehicles with capacity 8000,
12000 and 16000 liters, respectively. The vehicle with 12000 It capacity is used for the collection
of plastic. The quantity of waste inside each bin is not considered. Instead the vehicle may collect
up to 135 bins per shift independently. Furthermore, the frequency of visits required per location

is known from historical data of the municipality.

Table 5.1 provides information about the number of bins and the total visits of the nodes.
The second column provides the data about the total number of bins, which must be selected by the
appropriate vehicle. Column number three presents the total number of visits which is computed as
the total number of nodes multiplied by the frequency of visits. Finally, in the last column we find

the ID of the waste truck which corresponds to the vehicle’s registration number.

Table 5. 1 Information for the collection of plastic garbage bins

Number of nodes Total number of bins Total number of visits ID of vehicle
116 171 360 KHH2895
Total demand in pickup-points =171 Total visits in a week = 360
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5.1 Creating the distance matrix

The first step to address the case study of this thesis is to create a map. This procedure is
based on Google Maps and Google Earth tools and involves the transition of geographical points

to google maps according to the following steps:

Step 1. Open a browser
Step 2. Connect your browser with your google account

Step 3. Type https://www.google.com/maps/about/mymaps/ into the URL bar

Step 4. Press the appropriate button to get started

Step 5. Press the button “Create a new map”

Step 6. Type the needed address into the search bar

Step 7. Add that address by the appropriate button

Step 8. If you haven’t added all the geographical points go to step 6.

The following procedure saves the coordinates of all geographical points of our map into

an excel sheet. To do that follow the next steps:

Step 1. Open your saved map in your browser

Step 2. Go the menu bar and export the map as KML/KMZ

Step 3. Download the file

Step 4. Open the google earth application

Step 5. Go to the menu bar of google earth and select “Open file”

Step 6. Choose the file which has been downloaded in step 3.

Step 7. Go to the menu bar of google earth again and press “save as” and save that file as . KML

Step 8. Open a new excel sheet

Step 9. Drag and drop the saved file from step 7. on the open excel sheet

Step 10. Select the column with all coordinates and press copy “Ctrl+C”

Step 11. Open another excel sheet

Step 12. Paste “Ctrl+V” the column from step 10. and mark it with your cursor

Step 13. Go to “Data” from excel menu bar and press “Text to columns”

Step 14. Now in the open window of the previous step separate the columns by comma

Step 15. Swap the two columns in order to bring all the latitude points in the first column and all
the longitude points in the second one

Step 16. Finally save the excel sheet
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As the coordinates have been saved, the computation of the distance matrix can be easily
found. The first step to create the matrix is to use a tool such us google maps to compute the
distances between all the points. In some occasions however, as in the case study of this thesis, the
matrix computation cannot be done by hand in reasonable time due to the large number of nodes.
For that reason, a google api tool called “Distance Matrix Api” is utilized. To use the api follow

the next steps:

Step 1. Open a browser
Step 2. Type https://cloud.google.com/maps-platform/?apis=routes in the URL bar

Step 3. Select the “Distance Matrix Api” in the open window
Step 4. Select or create a project as and press next
Step 5. Create a billing account and proceed

Step 6. Save the Api key number

Once the api key has been enabled, the following Matlab code is run to compute the

distance matrix:

Matlab code

clear, clc

clear variables

% Read the excel file with the coordinates

xIsFile = ‘name.xIsx";

% Put that file into a variable

array = xlsread(xIsFile);

% Read the number of lines from the file

[M, ~] = size(array);

% Distance matrix initialization: create a matrix with M X M dimensions
D = zeros(M,M);

% Save in the variable url the following URL address

url = 'https://maps.googleapis.com/maps/api/distancematrix/json’;

% Save in variable apiKey the api key you have taken from the previous procedure

apiKey = ‘insert THE api KEY here’;
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% Variable destCoords will show the destination and must be saved as a string
destCoords ="/,
% Read all the coordinates which are going to be the destinations
fori=1:M
% Save the chosen coordinates in a row and separate each other by “|”
destCoords = [ destCoords, '|', sprintf('%60.4f, %0.4f', array(i,1), array(i, 2))];
end
fori=1: M
% Save the first point (latitude, longitude) in the string variable originCoords
originsCoords = sprintf('%0.4f,%0.4f', array(i, 1), array(i, 2));
% Compute the distance by the function “webread”

res = webread(url, ‘origins', originsCoords, 'destinations', destCoords, ‘duration’, dur, 'key"', ...
apiKey);

% Save the result
distances = [res.rows.elements.distance];
end

disp(D)

5.2 The solution of HA1 for collection of plastic materials

The solution of the case study was performed in Matlab - R2016a version. The size of the
distance matrix was 116X116 and the algorithm used to run the data was heuristic HA1. The
problem was solved in three seconds in a Linux Mint environment. The technical characteristics of
the laptop were Intel Core i5-5200U, with SSD hard drive of 120 Gigabyte capacity.

Table 5.2 provides information for the routes which were executed by the Municipality of
Chios (MoC). The first column presents the route number and in the second one the day that the
route is executed. The third column presents the number of bins collected in the corresponding day.
The total distance is shown in the last column. The “Maximum collected bins” informs how many

bins the vehicle can collect in a single day (constraint of work-shift).
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Table 5. 2 Information for the routes of the collection of plastic garbage bins by MoC

Number of routes Scheduled day Total number of bins Distance cost in km
1t Monday 135 65.7
2nd Tuesday 110 45.77
3rd Thursday 135 65.7
4th Wednesday 110 45.77
Total distance cost in km for all days = 222.93 Maximum collected bins = 135

Table 5.3 provides information for the routes planned by the heuristic algorithm HAL. The
first column presents the number of the route and in the second one the day that the route is
executed. The third column presents the number of bins collected in the corresponding day. The
total distance is presented in the last column. The “Maximum collected bins” informs how many

refuse-bins the vehicle can collect in a single day (constraint of work-shift).

Table 5. 3 Information for the routes of the collection of plastic garbage by HA1

Number of routes Scheduled day Total number of bins Distance cost in km
1t Monday 135 775
2nd Tuesday 26 9.25
3rd Wednesday 135 775
4th Thursday 26 9.25
5th Friday 74 21.18
6t Saturday 74 21.18
Total distance cost in km for all days = 215.87 Maximum collected bins = 135

5.3 Comparison results between MoC and HAL

Table 5.4 presents the results of MoC and HA1, as well as the differences between the two
heuristics. The first column presents the weekly distance for MoC. In the next column, the weekly
distance of HAL is given. The fourth and fifth columns show the total number of routes for MoC

and HA1 respectively. The last column computes the percentage difference between the distance
cost of the first and the second column.

Table 5. 4 Comparison between the routes of municipality of Chios (MoC) and algorithm HAL, for a graph with 117
nodes, one depot, one vehicle of 12000 It and 360 visits in one week

Distance cost in km  Distance cost in km Total number of Total number of Percentage
for MoC for HA1 routes following routes following difference of
MoC HA1 distance
(HA1 — MoC)
222.93 215.87 4 6 -3.2%
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Figure 5.2 shows the daily distance for both MoC and HAL. The blue line corresponds to
the MoC distance and assumes zero values in two days out of the six available. On the other hand,
algorithm HAL produces solutions for every single day of the period and in that way two more
routes are created compared with MoC. The HA1 routes result in a shorter overall distance.

Figure 5. 2 Distance of MoC and heuristic algorithm HA1 for each single day for a one vehicle with capacity = 135
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Figure 5.3 shows how many bins are collected daily by both plans. As expected, on days 3
and 6 there is no bar for MoC, while there are pick-ups by the plan of algorithm HA1 in each day.

Figure 5. 3 The number of collected bins of MoC and heuristic algorithm HA1 for each single day for one vehicle
with capacity = 135 bins
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5.4 Implementation of 2- opt and Exchange — Operator in HA1

In this paragraph the local search methods of 2-opt and exchange-operator (Chapter 4) are
implemented in the initial solutions of HAL, for further improving the overall distance. The first
column of Table 5.5 shows the distance cost of HAL in the case study of this thesis. The second
column gives the new distance cost, after using the exchange operator. Finally, the third column
presents the distance after executing 2-opt in the result of the second column. The fourth and the
fifth columns show the percentage reductions of the second and the third columns respectively. The
total reduction following the implementations of 2-opt and exchange-operator, is shown in the last

column.

It is noted that the cost reduction between the MoC solution and the refined HA1 solution is 10%,

with more than half of it been attributed to the refinement of the initial HA1 solution.

Table 5. 5 Implementation of exchange-operator and 2-opt method in the initial solution of HA1

Distance cost in  Distance costin  Distance costin  Reduction rate  Reduction rate  Total reduction

km of initial km following km following 2- of distance of distance rate of distance
solutions of exchange- opt method after exchange- after 2-opt
HAl operator operator method
215.87 213.08 202.93 -1% -5% -6%
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6. Conclusions and opportunities for future research

The collection of solid waste by municipalities is a problem of high importance and
concerns all societies around the world. Every year, almost 2 billion tons of waste are generated
globally, and this continues to grow annually [22]. The largest part of this total amount relates to

solid waste transported by trucks and delivered to appropriate stations.

In this thesis the solid waste collection problem from municipalities is solved by adopting
a method inspired by the Periodic Vehicle Routing (PVRP). We deal with the disposal of solid
waste in an urban area in order to minimize the total distance of the routes that are executed by a
fleet of collection trucks. The model embraces the constraints of capacity and work-shift.

To solve this problem two heuristics, namely HA1 and HA2, have been developed. Both
create initial solutions based on the Clarke & Wright savings algorithm. HA1 creates feasible routes
based on C&W while at the same time distributing the constructed routes over the days of the
period. On the other hand, HA2 involves clustering according to frequency first, and then the nodes
are assigned to the days of the period before a classic VRP is executed for each day.

Algorithm HAZ2 creates a limited number of routes. However, HAL results in lower overall
cost, especially in larger problems. Comparing both algorithms, it can be seen that HA2 is better
only when the number of nodes is less than 100. Using algorithm HAL is to solve the collection of
plastic waste in the Municipality of Chios (MoC), the solution had lower cost that the plan currently
executed by the Chios municipality. Refining the HA-1 solution by vrp-exchange and 2-opt resulted
in further reduction of the overall distance. In fact, the cost reduction between the MoC solution
and the refined HA1 solution is 10%, with more than half of it been attributed to the refinement of
the initial HA1 solution.

The case study illustrated that HA1 produces results which contain a multiple node in some
routes and far fewer in others. Consequently, it appears that the WBS constraint doesn’t allow
distributing the visited nodes through the plan uniformly, creating paths of uneven length.

Furthermore, the case examined in this thesis does not deal with multiple disposal sites and depots.

Further research could focus on a more efficient assignment of nodes to the days of the set
period, minimizing the total number of routes. Future research could also consider the
implementation of additional local search algorithms to refine initial solutions, such as those

presented in the appendix.
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Appendix A: Algorithm for the initialization of the inputs of HA1
A.1 Algorithm in Matlab: mainHA1.m

% C contains the distance matrix

C = xlIsread('distance_matrix_in_Excel.xIsx’);

% The distance matrix saved in variable dist too.

dist=C,

% Define the truck's capacity. The vector can consist of one non negative number in case of a single vehicle

% otherwise can be a lot of vehicles.

fleet = [capacity];

% Define the demand for each node. The demand can be zero if the load of a node is a negligible amount or another non negative
% number. The first number must be always zero as the first node refers to the depot.

d = [0, demand];

% Define the frequency for each node and initialize the first index as zero because refers to the depot.

f = [0, frequency];

% Define the M days of the period and the available driving hours per day for each vehicle.

period = M; dailyLIMIT = max_NODES_per_day;

% The following function takes as input the distance matrix and produces the list of savings as Clarke & Write method defines.
saving_C = savingARRAY ( dist );

% The second step of Clarke & Write classifies the list of savings in descend order.
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sorted_C = sortARRAY/( saving_C);

% The following function implements the Clarke & Wright in Periodic VRP. The function gives priority to build the routes following the
% Clarke & Write steps, while those routes adjusted to the days of the period randomly. The results are the number of vehicles that

% needed (truckNUM) to execute the routes, the path of visits (r), the total number of routes (rtrnsOFvhcl) and the total cost in

% terms of distance (totCOST). The inputs of the problem have already been defined in the previous lines.

[ r,truckNUM, rtrnsOFvhcl, totCOST ] = CWpvrp( sorted_C,dist,fleet, d, f, period, dailyLIMIT );

% Variable r saved in another variable as r1. Each row is a different day and each cell is a different route.

rl=r;

% In variable initTC the cost of CWpvrp is saved in order to be used in function vipEXCHANGE as an input. That input represents the
% distance cost of the initial solution.

initTC = totCOST;

% In the following function the VRP - Exchange is implemented. VRP-exchange is a method which belongs to inter route algorithms

% and is used to reduce the cost of distance of an initial route. The following function takes as input the travel cost (initTC)of the

% route (rteVRPex) which have already been produced in the previous functions. The outcome of that function is the new path
%(rteVRPex), while the (tcVRPex) and the (rrVRPex) save the improved cost and the reduced rate respectively.

[ rteVRPex, tcVRPex,rrVRPex | = vipEXCHANGE( rteVRPex,d,fleet,dist,initTC );

% In the following function the 2-opt is implemented

rte2opt=rteVRPex; initTC = tcVRPex;

[ rr2opt ] = tsp20PT ( rte2opt,dist,initTC );
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Appendix B: Algorithm for the initialization of the inputs of HA2
B.1 Algorithm in Matlab: mainHA2.m

% C contains the distance matrix

C = xlIsread('distance_matrix_in_Excel.xIsx’);

% The distance matrix saved in variable dist too.

dist=C,

% Define the truck's capacity. The vector can consist of one non negative number in case of a single vehicle otherwise can be a lot of % vehicles
fleet = [capacity];

% Define the demand for each node. The demand can be zero if the load of a node is a negligible amount or another non negative
% number. The first number must be always zero as the first node refers to the depot.

d = [0, demand];

% Define the frequency for each node and initialize the first index as zero because refers to the depot.

f =[O0, frequency];

% Define the M days of the period and the available driving hours per day for each vehicle.

period = M; dailyLIMIT = max_NODES_per_day;

% The following function takes as input the distance matrix and produces the list of savings as Clarke & Write method defines.

saving_C = savingARRAY ( dist );

% The second step of Clarke & Write classifies the list of savings in descend order.

57



University of the Aegean Department of Financial and Management Engineering

sorted_C = sortARRAY/( saving_C);

% Function freqCLUSTER classifies all the nodes in accordance with their frequency value. Then, sorts the nodes of highest frequency in

% accordance with the distance from the depot. Moreover, the rest groups sorted in relation to the last node of the precedent group of frequency.
% To produce that classes the vector of the frequencies and the distance matrix are needed to be set as inputs. The output printed in the vector as
% clusterl.

[ clusterl ] = freqCLUSTER(f,dist);

% Function freqCLUSTER2 chooses individually nodes from clusterl, in order to place them inside the days of the period, creating a
comprehensive

% schedule. The procedure of that insertion must be done with respect to the SWCPVRP constrains. Vector clusterl, variable f, constrain
dailyLIMIT,

% demand d and the distance matrix C are needed as inputs to execute the commands of the current function.
function [ cluster2,truckNUM ] = freqCLUSTER2( period,f,clusterl,dailyLIMIT,d,C)

% Initialize the matrix in which the initial solutions will be saved.

2=
% TCHA2 will sum up the travel cost for each route.
TCHA2 =0;

% This variable will count the vehicles that used in each iteration.
truckTOT =0;
% Variable day run for every single day of the period in order to produce routes in them.

for day=1:size(cluster2,1)
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% Check if in the current day there are nodes.

if ~isempty([cluster2{day,1}])

% From cluster2 select the nodes of the current day.

nodesID=[cluster2{day,:}];

% According to HA2 to solve the SWCPVRP, the method of “cluster-first route-second” is followed. Once the nodes clustered and shared

% properly to days creating a schedule, the algorithm of Clarke & Wright implemented in every single day to produce initial solutions.
%Therefore, this function for the nodes of each single day isolates the needed informations from the distance matrix to crate smaller

% distance matrices. In that way, it will be known not only the id of the nodes in each day but also the corresponding distance matrix. To run
% that function, the id of the nodes and the whole distance matrix of the graph are needed as inputs.

matrix=matCREATE( nodesID,dist );

% This function implements the first Clarke and Wright step which is the computation of savings. The saving's formula is s(i,j) = dist(i,0) % +
% dist(j,0) - dist(i,j).

saving_C=savingARRAY ( matrix );

% This function takes as inputs the matrix of savings and produces all the pairs of nodes in a descent order list named sorted_C.

sorted_C = sortARRAY/( saving_C);

% CWvrp function executes the Clarke and Wright method. Takes as inputs the matrix of distances, the list of savings, the demand of each node,
% the limit of visits in a day and variable day.

[ r,truck,totCOST,v ] = CWvrp( matrix,sorted_C,d,fleet,dailyLIMIT,day );

% Sum up the cost that produced from CWvrp.

TCHAZ2 = totCOST + TCHAZ;
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% Sum up the vehicles.
truckTOT = truck + truckTOT;
% Variable cnt counts the routes of the current day one by one.
cnt=0;
% For all field of scheduler..
for rCELL = 1:size(r,2),
% Increase cnt by one.
cnt = cnt+1;
% The selected route-field add it to r2 properly.
r2{day,cnt} = [r{1,cnt}];
% Also update the matrix v2 which contains the vehicles.
v2{day,cnt} = [v{1,cnt}];
end % End for rCELL.
end % End if ~isempty.
end % End for day.
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Appendix C: Algorithm for the matrix of savings (Clarke & Wright)
C.1 Algorithm in Matlab: savingARRAY.m

% This function implements the first clark and wright step which is the computation of savings. The saving's formula is s(i,j) = dist(i,0)
% + dist(j,0) - dist(i,j).
function [ s ] = savingARRAY ( dist )
% rowsdist is the number of rows of matrix dist.
% colsdist is the number of columns of matrix dist.
[rowsdist, colsdist] = size(dist);
% we initialize the saving list
s = zeros(rowsdist, colsdist);
% For each row i of distance matrix.
for i = 1:rowsdi

% For each column j of distance matrix.

for j = 1: colsdist

% Compute the value of saving between i, j and the depot=1.

s(i,j) = (dist(i,1) + dist(L,j) - dist(i,j)):

end % End for |
end % End for i
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% Turn the diagonal of the s into zero, in case that the distance matrix is not symmetric.
[s(logical(eye(size(s))))] = 0;

% Delete the first row which refers to the distance between the depot and the other nodes.
s(1,:) =0;

% Delete the first column which refers to the distance between the depot and the other nodes.

s(:,1) =0;
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Appendix D: Algorithm for the descend sort of saving matrix (Clarke & Wright)

D.1 Algorithm in Matlab: sortARRAY.m

% This function takes as inputs the matrix of savings and produces all the pairs of nodes in a descent order list named sorted C.
function sorted C = sortARRAY( saving C)

% Sort the indexes of the saving matrix ascendingly and save the corresponding index of each value.
[~, 1] = sort(saving_C(:));

% For each index of the matrix find its corresponding row and column in the matrix of savings.

[x,y] = ind2sub(size(saving_C),i);

% Save the new list of the immediately precedent command into variable z.

=[xyl;

% Delete all pairs consists of same indexes such as (5,5) (6,6) etc.

A1) == 2(:2), ) = [I;

% Reverse the columns of matrix z, because the outcome must contain the biggest savings first.
sorted C = flipud(z);

end % End function.
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Appendix E: Algorithm for the main function of HA1
E.1 Algorithm in Matlab: CWpvrp.m

% Function CWpvrp produces initial solutions for the periodic-VRP using the Clarke & Write method.

function [ r,truckNUM, rtrnsOFvhcl, totCOST | = CWpvrp( sorted C,dist,fleet, d, f, period, dailyLIMIT )

% Initialize the name of the truck that is going to be used first.

TruckID = 1;

% Initilize the capacity of the truck as the first truck.

truck cap=fleet(truckID);

% The total distance cost initialized as: totCOST.

TotCOST = 0;

% Count the number of periods we need to run in order to accomplish the frequencies of nodes.

CountDAY S=0;

% truckNUM counts how many times a truck is needed. Initially the first truck of the fleet is needed. Moreover, if that truck is not
% enough to execute the whole schedule within the period, then one more truck will be called.

TruckNUM=1;

% rtrnsOFvhcel is a matrix which count how many returns to the depot the vehicles have been made in order to unload the waste.
rtrnsOFvhel=zeros(period, 1);

% i reads all rows of the first column of sorted C j reads all rows of the second column of sorted C

i=sorted C(:,1);j =sorted C(:,2);

% n shows the length of dist
n=length(dist);
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% initialize the variable day
day=0; r={};
% conseqCUST is a matrix, which shows if a node can be connected on a day or not in accordance with the scenario of consecutive
% visitations.
conseqCUST=zeros(period,n);
% assignCUST shows if a node is taking part in a route of a specific day
assignCUST=zeros(period,n);
% Initialize variable empty days
emptyDAY'S = zeros(1,n);
% emptyDAYS is the subtraction of the frequency of a node from the period. More specific defines how many days should be passed
% to visit a node. For instance if a node must be visited 6 times per period and the period was set at 6 six days, then (period-
% f(node)=0) which means that node must be visited every day. The first day of variable emptyDAYS is the depot and defined as zero.
for k = 1:n, emptyDAY S(1,k)=period-f(k); end; emptyDAYS(1,1)=0;
% While the frequencies are not exhausted continue.
while sum(f) ~= 1
% in_vix shows if a node is interior
% b_vitx shows if a node is a beginning node of a route
% e_vix shows if a node is an ending node of a route
[in_vtx,b vtx,e vtx] = deal(zeros(1,n));
% eliminate all nodes with zero frequency
for x = 2:length(f), if f(x) == 0, in_vtx(x) = 1; end; end
% Check if the period increased If not continue counting days
countDAY S=countDAYS+1;

65



University of the Aegean Department of Financial and Management Engineering

% If variable countDAYS exceed th limits of the period the following computations must be done
if countDAY S==period+1
% Set the countDAYS as 1, call a new available truck, set which vehicle is going to be used and update the capacity.
countDAY S=1; truckNUM = truckNUM+1; truckID = truckID +1;
% If the fleet is exhausted use the first vehicle and update
if truckID>length(fleet), truckID = 1; truck cap=fleet(truckID); else truck cap=fleet(truckID);
end % The check of the fleet
end % The check of the period

% A new day-route starts

day = day + 1;
% Set the real day

real DAY =day-(period*(truck NUM-1));

% Set the previous day of the current day

if realDAY==1, prevDAY=1; else prevDAY=real DAY-1;end

% rep shows the iterations of main loop

rep=1;

% rte_num shows the number of the route

rte_num = 0;
fprintf(' PVRP HA1: Day = %d, Vehicle = %d, ',real DAY, truckID);
fprintf(’ Capacity = %d, ',fleet(truckID));
while rep <= length(i)

% Both vix i & j must not be interior or assigned at the running day. Also both vix i & j should not be asigned at previous day if its

% possible.
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if ~in_vtx(i(rep)) && ~in_vtx(j(rep)) && ~assignCUST(real DAY, i(rep)) && ~assignCUST(realDAY,j(rep))...

&& ~conseqCUST(prevDAY,i(rep)) && ~conseqCUST(prevDAY,j(rep))

% i_status shows the position ofnode i

i_status =b_vtx(i(rep)) + e_vtx(i(rep));

% status shows the position of node j

j_status =b_vtx(j(rep)) + e vtx(j(rep));

% Make new loc using vix i & j

if ~i_status && ~j_status && d(i(rep)) + d(j(rep)) <= truck cap

% Confirm if the route of day t has already been started, If yes compute the total number of bins.
if size(r,1)==day && sum([c{day,:}]) + d(i(rep)) + d(j(rep)) <= dailyLIMIT

% creation of new route
rte_num =rte_num + 1;
% insertion of nodes
r{day,rte_numj} = [i(rep) j(rep)];
% update the capacity of the route
c{day,rte num} = d(i(rep)) + d(j(rep));
% label the i node as beginning node
b _vtx(i(rep)) = rte_num;
% label the j node as ending node
e vtx(j(rep)) = rte_num;
% frequency of node i reduced by one
f(i(rep)) = f(i(rep)) — 1;

% frequency of node j reduced by one
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f(j(rep)) = f(j(rep)) - 1;

% If the first route of the day starts include the pair of nodes
elseif size(r,1)<day
% creation of new route
rte num =rte_num + 1;
% insertion of nodes
r{day,rte_num} = [i(rep) j(rep)];
% update the capacity of the route
c{day,rte_ num} = d(i(rep)) + d(j(rep));
% label the i node as begining node
b_vtx(i(rep)) = rte_num;
% label the j node as ending node
e vtx(j(rep)) = rte_num;
% frequency of node i reduced by one
f(i(rep)) = f(i(rep)) — 1;
% frequency of node j reduced by one
f(j(rep)) = fi(rep)) - 1;
end
% Add vix j to loc i
elseif i_status && ~j status && e vtx(i(rep)) && c{day,i_status} + d(j(rep)) <= truck cap && sum([c{day,:}]) + d(j(rep)) <= dailyLIMIT
% place node j in the corresponding route

r{day,i_status} = [r{day,i_status} j(rep)];
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% update the capacity of the route

c{day,i_status} = c{day,i_status} + d(j(rep));

% node j became the ending node
e vtx(j(rep)) =1i_status;
% node i became interior
in_vtx(i(rep)) = 1;
% frequency of node j reduced by one
f(j(rep)) = f(j(rep)) - 1;

% Add vtx i to loc j

elseif ~i_status && j_status && b_vtx(j(rep)) && c{day,j_status} + d(i(rep)) <= truck cap...

&& sum([c{day,:}]) + d(i(rep)) <= dailyLIMIT

% place node i in the corresponding route
r{day,j status} = [i(rep) r{day,j status}];
% update the capacity of the route
c{day,j status} =c{day,j status} + d(i(rep));
% node i became the beginning node
b vtx(i(rep)) =]_status;
% node j became interior
in_vtx(j(rep)) = 1;
% frequency of node i reduced by one
f(i(rep)) = f(i(rep)) - 1;
% Combine loc i & j
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elseif'i_status && j_status && i_status ~=j_status && e_vtx(i(rep)) && b_vtx(j(rep))...

&& c{day,i_status} + c{day,j status} <= truck cap

% the last node of route j status changes route
e vtx(r{day, status}(end)) =1_status;
% we connect 2 routes into one
r{day,i_status} = [r{day,i_status} r{day,j status}];
% update the capacity of the route
c{day,i_status} = c{day,i_status} + c{day,j_status};
% the route j status has been merged in another route
r{day,j status} =[];
% the deleted route has no weight
c{day,j_status} =[];
% both nodes i and j became interior
in_vix([i(rep) j(rep)]) = 1;
% Can't make new loc seq
else
replot = 0;
end
end
% rep increasing by one
rep=rep + 1;

% Re-set in case i(rep) = 1 or j(rep) = I was added to loc
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b vtx(1)=0; e vtx(1)=0;
% reset the frequency of depot
f(1)=1;
end % while
% The vector with visits for the current day
if size(r,1) == day
rMAT = cell2mat(r(day,:));
% compute the total cost of the new route of day x
rCOST = sum(diag(dist(rtMAT(1:end-1),rMAT(2:end) )));
% Sum the costs in order to find the total cost
totCOST = totCOST + rCOST;
else rCOST = 0;
end
fprintf(' Cost = %0.f \n',rCOST);
% In the following loop the returns of the vhcl to the depot will be computed.
if size(r,1) == day
TESTEDr=r(day,:); idx=sum(~cellfun(@isempty, TESTEDr),2);
rtrnsOFvhcl(real DAY, 1) = rtrnsOFvhcl(real DAY, 1) + idx;
else rtrnsOFvhcl(real DAY, 1) = 0;
end
if size(r,1)==day
% If a node did not insert at the current day, update the corresponding

% column of matrix "emptyDAYS".
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for m=2:n, index=find([r{day,: } |==m, 1); if isempty(index) &&...
emptyDAY S(1,m)>0, emptyDAY S(1,m)=emptyDAYS(1,m)-1; end; end

% If a node inserted at the current day, update the corresponding

% column of matrix "conseqCUST".

v=cell2mat(r(day,:)); rCOL=size(v,2); for m=1:rCOL, conseqCUST(realDAY,v(m))=1; assignCUST(real DAY,v(m))=1;end;

conseqCUST(realDAY,1)=0; assignCUST(real DAY, 1)=0;

elseif size(r,1)<day

for m=2:n, emptyDAY S(1,m)=emptyDAY S(1,m)-1; end;
end
% conseqCUST defined as the matrix of the working days (rows) X nodes, while the indices of that matrix are binary. 1 shows if a
% specific day can be visited by a specific node and 0 otherwise.
for m=2:n, if ~emptyDAY S(m), conseqCUST(realDAY,m)=0; end; end
end
% In the following loops the fields with informations (non-empty) will be kept and the fields do not contain informations will be eliminated.
% r2 is defined as a trial matrix of matrix r
2={};
for i=1:size(r,1), counter=0; for j=1:size(r,2), if ~isempty(r{i,j})

counter=counter+1; r2 {i,counter}=r{i,j}; end; end; end
r=r2;
% In the following loops the fields with information (non-empty) will be kept and the fields that not contains infos will be eliminated
% numOFselectedNDShal is defined as a trial matrix of matrix c
numOFselectedNDShal={};
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for i=1:size(c,1), counter=0; for j=1:size(c,2), if ~isempty(c{i,j})
counter=counter+1; numOFselectedNDShal {i,counter}=c{i,j}; end; end; end

c=numOFselectedNDShal;

% Sum the retrurnes of the vehicles

rtrnsOFvhel = sum(rtrnsOFvhcl);

fprintf(' \n PVRP HA1: Total Cost = %0.f \n',totCOST);

end

73



University of the Aegean Department of Financial and Management Engineering

Appendix F: Algorithm for the first cluster of nodes in HA2
F.1 Algorithm in Matlab: freqCLUSTER.m

% Function freqCLUSTER classifies all the nodes in accordance with their frequency value. Then, sorts the nodes of highest frequency % in
accordance with the distance from the depot. Moreover, the rest groups sorted in relation to the last node of the precedent group % of frequency. To
produce that classes the vector of the frequencies and the distance matrix are needed to be set as inputs. The
% output printed in the vector as clusterl.
function [ clusterl ] = freqCLUSTER(f,dist)
% The first node refers to the depot and deleted because has no frequency value.
f(1)=[1;
% The first important information is how many different types of frequencies do the nodes have.
freqNUM=Aliplr(unique(f));
% Once the information in the previous command taken, a reestablishment of vector f'is made.
=[1 1];
% finNODE refers to the last node of clusterl, under which the next nodes will be sorted ascendingly. Initially, vector cluster! will be % empty, so
the nodes of highest frequency will be sorted in accordance with the distance from the depot. The depot is node 1 so set % finNODE as 1.
finNODE=1;
% clusterl will save the id of the nodes in the right order with respect to their frequency.
cluster1=[];
% The next for loop will start running for all different frequencies.
for i=1:length(freqNUM)
% selectROW selects that row from the distance matrix, which defined in variable finNODE.
selectROW=dist(finNODE,:);
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% In the following line, function sort places the distances of vector selectROW ascendingly in relation to the depot, while variable
% col saves the changes that produced to the columns of the vector.
[~,col]=sort(selectROW(:));
% Convert col into one row.
col=col’;
% The next for loop will run for all indexes of col.
for j=2:length(col)
% If the selected node j has same frequency with fregNUM and is not the depot, add it to the cluster.
if freqNUM(i)==f(col(j)) && col(j)~=1
% clusterl will extended by the selected node j.
clusterl=cat(2, clusterl, col(j));
end End if fregNUM.
end End for .
% Now set the last node of clusterl to proceed.
finNODE=cluster1(end);
end % End for I.
end % End function.
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Appendix G: Algorithm for the second cluster of nodes in HA2
G.1 Algorithm in Matlab: freqCLUSTER2.m

% Function freqCLUSTER?2 chooses individually nodes from clusterl, in order to place them inside the days of the period, creating a
% comprehensive schedule. The procedure of that insertion must be done with respect to % the SWCPVRP constrains. Vector clusterl, variable f,
% constrain dailyLIMIT, demand d and the distance matrix C are needed as inputs to execute the commands of the current function.
function [ cluster2,truckNUM ] = freqCLUSTER2( period,f,clusterl,dailyLIMIT,d,C )

% truckNUM counts how many times a vehicle is needed.

truckNUM=1;

% counter computes how many days have been passed before the current day.

counter=0;

% day shows the current day.

day=0;

% The number of rows of variable c is equal with the M days of the period. Each row is corresponded to each

% day of the period and computed by the number of the shifts multiplied with the load of the truck.

c=zeros(period,1);

% cluster? is the variable which contains the schedule of visits, consisting of rows equal to the M days of the

% period and one column. The column in each row contains the id pf the nodes which have to be visited on that % specific day.
cluster2=cell(period,1);

% n represents the total number of nodes that included up to the whole graph.

n=length(C);

% assignCUST indicates if a specific point has been visited in a specific day.

assignCUST=zeros(period,n);
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% conseqCUST is a matrix, which shows if a node can be connected on a day or not in accordance with the scenario of consecutive
% visitations.
conseqCUST=zeros(period,n);
% Initialize variable empty days
emptyDAYS = zeros(1,n);counter2=0;
% emptyDAYS is the subtraction of the frequency of a node from the period. More specific defines how many days should be passed
% to visit a node. For instance, if a node must be visited 6 times per period and the period was set at 6 six days, then (period-
% f(node)=0) which means that node must be visited every day. The first day of variable emptyDAYS is the depot and defined as zero.
for k = 1:n, emptyDAY S(1,k)=period-f(k); end; emptyDAYS(1,1)=0;
% While fis not exhausted the schedule is not completed.
while sum(f)~=1
% count how many days passed including the current day from the begging of the current period.
counter=counter+1;
% if variable counter has exceeded the length of the set period.
if counter==period+1,
% reset counter to 1.
counter=1;
% Increase truckNUM by one.
truckNUM=truck NUM+1;
Reestablish variable day to 1.
day=1;

% Other wise, just go to the next unmet day.
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else day=day+1;

end; % end if

% Now start scanning one by one the nodes from vector clusterl.
for i=1:length(cluster1)

% Now check if node i can feasibly be added in the current day respecting the restrictions of repeated nodes on same day, avoid consecutive

% visitations, capacity and frequency.
if ~assignCUST/(day,cluster1(i)) && f(cluster1(i))>0 && c(day,1)+d(clusterl(i))<=truckNUM*dailyLIMIT...
&& ~conseqCUST(day,clusterl(i)),
% add the node in the appropriate field
cluster2 {day,1}=[cluster2 {day,1} cluster1(i)];
% update the demand
c(day,1)=c(day,1)+d(clusterl(i));
% update the frequency
f(1,cluster1(i))=f(1,cluster1(i))-1;
% assign the node to the corresponding day
assignCUST(day,cluster1(i))=1;
% update variable emptyDAYS
emptyDAY S(1,cluster1(i))=emptyDAY S(1,cluster1(i))-1;
% If the node we met has still empty days until its next visit update the conseqCUST properly.
if day<period && emptyDAY S(1,cluster1(i))>0,
% Update of conseqCUST as 1, which means the next day will be avoided the insertion of the node of the current repetition.
conseqCUST(day+1,cluster1(i))=1;
else conseqCUST(day,cluster1(i))=0;
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end % End if day

end % End if assign ...

end % End for 1
end % End while sum

end % End Function
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Appendix H: Algorithm for the main function of HA2
H.1 Algorithm in Matlab: freqCLUSTER2.m

% CWvrp function executes the Clarke and Wright method. Takes as inputs the matrix of distances, the list of savings, the demand of each node,
% the limit of visits in a day and variable day.
function [ r,truck,totCOST,v | = CWvrp( matrix,sorted C,d,fleet,dailyLIMIT,day )
% Initilize the total cost.
totCOST = 0;
% When the shift of a truck completed, and the initial solutions have not been produced comprehensively a new or even the same truck of the fleet
% is needed. truckID counts how many times that need appears through the period.
truckID = 0;
% i reads all rows of the first column of sorted C.
% j reads all rows of the second column of sorted C.
i=sorted C(:,1); j = sorted C(:,2);
% n shows the length of dist.
n=length(matrix);
% Initilize the variable truck as 0. This variable increased when the current vehicle completes its shift.
truck=0;
% in_vtx shows if a node is interior
% b_vtx shows if a node is a beginning node of a route
% e_vtx shows if a node is an ending node of a route
[in_vtx,b vtx,e vtx] = deal(zeros(1,n));
% The vector f.
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f=ones(1,n);

% Initialize capacity ¢ as an empty cell.

c={[};
% Initialize vehicle id matrix c as an empty cell.
v=A{[l};

% While f is not exhausted.
while sum(f)~=1
% rep shows the iterations of main loop
% rte_num shows the number of the route
rep = 1; rte_num = 0;
% If f did not exhaust select a truck.
truck = truck + 1;
% If the entire fleet used and f'is not exhausted use again the first vehicle and update.
if truckID >= length(fleet),
% Use the first vehicle.
truckID =1;
% Select the first vehicle from the fleet.
truck _cap = fleet(truckID);
else
% If the fleet has still vehicles to give go to the next one.
truckID = truckID + 1;

% Select the next vehicle from the fleet.
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truck cap=fleet(truckID);
end
% Eliminate all nodes with zero frequency.
for x = 2:length(f), if f(x) == 0, in_vtx(x) = 1; end; end
fprintf(' PVRP HA2: Day = %d, Vehicle = %d, '.day, truckID);
fprintf(’ Capacity = %d, ',fleet(truckID));
% While all the pair of savings have not scanned continue
while rep <= length(i)
% If the pair do not contain any interior node at all continue.
if ~in_vtx(i(rep)) && ~in_vtx(j(rep))
% 1_status shows the position of node i.
i_status =b_vtx(i(rep)) + e_vtx(i(rep));
% status shows the position of node j.
j_status =b_vtx(j(rep)) + e vtx(j(rep));
% Make new loc using vix i & .
if ~1_status && ~j_status && d(i(rep))+d(j(rep))<=truck cap
% Firstly, test the capacity of the route.
c2=c; rte_num2=rte_num; rte_num2=rte_num2+1;

c2{truck,rte num2} = d(i(rep)) + d(j(rep));

if sum([c2 {truck,:}]) <= dailyLIMIT
% creation of new route.

rte_num =rte_num + 1;
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% insertion of nodes.
r{truck,rte_num} = [i(rep) j(rep)];
% update the capacity of the route.
c{truck,rte_num} = d(i(rep)) + d(j(rep));
% Note the vehicle.
v{rte num} = trucklID;
% Make the i node beginning node.
b _vtx(i(rep)) = rte_num;
% Make the j node ending node.
e vtx(j(rep)) = rte_num,;
% Frequency of node i reduced by one.
f(i(rep)) = f(i(rep)) - 1;
% Frequency of node j reduced by one.
f(j(rep)) = f(j(rep)) - 1;
end
% Add vtx j to loc i
elseif i_status && ~j status && e vtx(i(rep)) && c{truck,i_status} + d(j(rep)) <= truck cap && sum([c{truck,:}]) + d(j(rep)) ...
<= dailyLIMIT

% Place node j in the corresponding route
r{truck,i_status} = [r{truck,i_status} j(rep)];

% Update the capacity of the route.

c{truck,i status} = c{truck,i status} + d(j(rep));
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% Node j became the ending node.

% Sign the vehicle.

v{i_status} = truckID;

e vtx(j(rep)) =1i_status;

% Node i became interior.
in_vtx(i(rep)) = 1;

% Frequency of node j reduced by one.

f(j(rep)) = f(j(rep)) - 1;

% Add vitx i to loc j
elseif ~i_status && j status && b_vtx(j(rep)) && c{truck,j status} + d(i(rep)) <= truck cap && sum([c{truck,:}]) + d(i(rep)) ...
<= dailyLIMIT

% Place node i in the corresponding route.
r{truck,j status} = [i(rep) r{truck,j status}];

% Update the capacity of the route.

c{truck,j status} = c{truck,j status} + d(i(rep));
% Note the vehicle.

v{j_status} = trucklID;

% Node i became the beginning node.

b vtx(i(rep)) =j_status;

% Node j became interior.
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in_vtx(j(rep)) = 1;

% Frequency of node i reduced by one.

f(i(rep)) = f(i(rep)) - 1;

% Combine loci & j
elseif i_status && j status && i_status ~=j status && e vtx(i(rep)) && b_vtx(j(rep)) && c{truck,i status} + c{truck,j status} ...

<=truck cap

% The last node of route j _status changes route.

e vtx(r{truck,j status}(end))=1_status;

% Connect the 2 routes into one.

r{truck,i_status} = [r{truck,i status} r{truck,j status}];
% Update the capacity of the route.

c{truck,i_status} = c{truck,i_status} + c{truck,j status};
% The route j status has been merged in another route.
r{truck,j status} =[];

% The deleted route has no weight

c{truck,j status} =[];

% Deleted vehicle from the deleted route.

v{j status} =[];

% Both nodes i and j became interior.

in_vtx([i(rep) j(rep)]) = 1;
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end % End if ~1 status...
end % End if ~in vix...
% rep increasing by one.
rep=rep + 1;
% Re-set in case i(rep) = 1 or j(rep) = 1 was added to loc.
b vtx(1)=0; e _vtx(1)=0;
% reset the frequency of depot
f(l)=1,
end % End while rep.
% Save the vector of Visits.
mat = cell2mat(r(truck,:));
% Save the cost of the mat.
rCOST = sum(diag(matrix(mat(1:end-1),mat(2:end))));
% Sum the distance cost.
totCOST = totCOST + rCOST;
fprintf(' Cost = %0.f \n',rCOST);
end % End while f.
% In the following loops the non-empty fields will be kept, and the empty fields will be not signed in the schedule with the routes.
12 = {}; v2 = {}; counter=0;
for i=1:size(r,1)
for j=1:size(r,2),
if ~isempty(r{i,j})

counter=counter+1;
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r2{1l,counter} =r{i,j};
if i <= length(fleet), v2 {1,counter} =1i; else
v2{1,counter} =1 - length(fleet); end

end
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Appendix I: Algorithm for the vrp-exchange
1.1 Algorithm in Matlab: vipEXCHANGE.m

% Function vipEXCHANGE executes the vrp-exchange method of local search algorithms. The following function takes as input the
% travel cost (initTC)of the route (rteVRPex) which have already been produced in the previous functions. The outcome of that
% function includes the new path (rteVRPex) and also the (tcVRPex) and the (rrVRPex) which save the improved cost and the reduced
% rate respectively.
function [ rteVRPex,tcVRPex,rrVRPex | = vipEXCHANGE( rteVRPex,d,fleet,dist,initTC )
% Initilize the total cost as 0
tcVRPex = 0;
% done is a parameter which stops the loops
done = 0;
% Done is a matrix of binary indexes which shows the connection between the routes, if two routes tested by vrp-exchange the
% corresponding index becomes 1. For example, if all possible change between route I & 2 have been made then the index (1,2) and
% (2,1) of the matrix is true, otherwise is false.
Done = false(numel(rteVRPex));
done initially is zero.
while ~done
% done is initializing as 1.
done=1;
% In the following loop choose a specific route.
for i = 1:numel(rteVRPex)-1

% The row of the route.

88



University of the Aegean

Department of Financial and Management Engineering

[rteROWi,~] = ind2sub(size(rteVRPex),1);

% In the following loop choose another route
for j = i+1:numel(rteVRPex)
% In which row the route I places can be found in the next line.
[rteROW],~] = ind2sub(size(rteVRPex),j);
% Continue if and only if the routes are not empty
if ~isempty(rteVRPex{i}) && ~isempty(rteVRPex {j})
% Choose a node from route 1.

for m = 2:length(rteVRPex {i})-1

% Choose a node from route j.

for n = 2:length(rteVRPex {j})-1
% Implement the exchange as trial.
rteTRIALim = [rteVRPex {i}(1:m-1) rteVRPex{j}(n) rteVRPex {i}(m+1:end)];
% Implement the exchange as trial.
rteTRIALjn = [rteVRPex{j}(1:n-1) rteVRPex{i}(m) rteVRPex{j}(n+1:end)];
% Check if the new route im exceeds the capacity.
totDMNDim = sum(d(rteTRIALim(1:end)));

% Check if the new route jn exceeds the capacity.
totDMNDjn = sum(d(rteTRIALjn(1:end)));

% Update the variables capIDX if the criteria of capacity are met.
if totDMNDim <= fleet(1) && totDMNDjn <= fleet(1), capIDX=1; else capIDX=0; end
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% Check if a node i is repeated in a single day.
vecNODESI = cell2mat(rteVRPex(rteROWi,:));
% Check if a node j is repeated in a single day.

vecNODES;j = cell2mat(rteVRPex(rteROWj,:));

% First, delete the depots from route i which will be tested for repeated nodes.
vecNODESi(vecNODESi==1)=[];
% First, delete the depots from route j which will be tested for repeated nodes.
vecNODESj(vecNODESj==1)=[];
% In the following line length of routes, I and j is checked.
if length(vecNODESi) == length(unique(vecNODESI)) && length(vecNODES;j) == length(unique(vecNODES;j))
repIDX = 1; else repIDX = 0;
end
% distNEim is the summation of the fake route I after having add node m.
distNEWim = sum(diag(dist(rteTRIALim(1:end-1), rteTRIALim(2:end))));
% distNEjn is the summation of the fake route j after having change node n.
distNEWjn = sum(diag(dist(rteTRIALjn(1:end-1), rteTRIALjn(2:end))));
% distNEWtot sums up the two fake routes.
distNEWtot = distNEWim + distNEWjn;
% distOLDim is the summation of the current route i.
distOLDim = sum(diag(dist(rteVRPex {i}(1:end-1), rteVRPex {i}(2:end))));

% distOLDjn is the summation of the current route j.
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distOLDjn = sum(diag(dist(rteVRPex{j}(1:end-1), rteVRPex {j }(2:end))));
% distOLDtot sums up the total travel cost for the current routes

distOLDtot = distOLDim + distOLDjn;

% if the new is better than the old and all the constrains implement the change.

if distNEWtot < distOLDtot && capIDX && repIDX
% route i replaced by the new one
rteVRPex {i} = rteTRIALim;
% route j replaced by the new one
rteVRPex{j} = rteTRIALjn;
% One change made, so may be others
done = 0;
% Once a change has been done updated as 0 to try more feasible changes
Done([i j],:) = 0; Done(:,[1j]) = 0;
end % End if
end % End for n
end % End for m
end % End if isempty
end % End for j
end % End for i
end % End while
for day = 1:size(rteVRPex,1)
% Save in a mat vector the visits of day i

matVRPex = cell2mat(rteVRPex(day,:));
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% Save the cost for day i
costVRPex = sum(diag(dist(matVRPex(1:end-1),matVRPex(2:end))));
% Sum the cost and save it
tcVRPex = tcVRPex + costVRPex;
end
% Compute the rate of reduction
rrVRPex = ((initTC - tcVRPex) / initTC)*100;
fprintf("n VRP Exchange: TC = %0.f, Reduced Rate = %f \n',tcVRPex,irVRPex);

end
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Appendix J: Algorithm for the 2-opt
J.1 Algorithm in Matlab: tsp20PT.m

% tsp2opt belongs to intra-route category and is one of the most popular local search methods. The main procedure of the function is

% to select all the routes of the schedule individually in order to change the position of the nodes reducing the total travel cost. That function takes

as inputs the rte2opt which is the schedule with the initial solutions, variable dist in which includes the distance matrix and the initCOST which
has the travel cost of all routes.
function [ rr2opt | = tsp2OPT( rte2opt,dist,initTC )
% Initialize the total cost before the implementation of 2-opt.
tc2opt = 0;
% The following for loop goes to each row of the schedule.
for day = 1:size(rte2opt,1)
% The next for loop goes to each field — route.
for k = 1:numel(rte2opt)
% If the chosen field is not empty must be checked to proceed.
if ~isempty(rte2opt{k})
% 1o make changes in the route, the field must be transformed to a vector.
route = rte2opt{k};
% Variable enough terminates the whole procedure.

enough=false;

% Initially enough is equal to false so while — loop will start working.

while ~enough
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% Set enough as true.
enough = true;
% The next for loop selects every node from the vector.
for i = 1:length(route)-3

% Variable j is equal to i+2, because in the previous loop we set i starting from the first node of the vector which is this

% depot. We could also set j equal to i+1 if i has started from the second node and not from the first one to avoid

% swapping the depot.

for j = i+2:length(route)-1
% Implement the exchange by swapping i+1 with j but do not save the result yet.

rteTRIAL = [route(1:1) route(j) route(i+2:j-1) route(i+1) route(j+1:end)];

% Sum up the distance of the new fake route.
distNEW = sum(diag(dist(rteTRIAL(1:end-1), rteTRIAL(2:end))));
% Sum up the distance of the current existing route.
distOLD = sum(diag(dist(route(1:end-1), route(2:end))));
% Compare the two distance costs.
if distNEW < distOLD

% Save the exchange in case of a good cost change.

route = rteTRIAL;

% Set enough as false

enough = false;

end % End if
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% If an exchange made break the j.
if ~enough, break, end
end % End forj
% If an exchange made break the i.
if ~enough, break, end
end % End fori
% Save the change
rte2opt{k} = route;
end % End while
end % End isempty
end % End for k
% Transpose the routes of the whole day in a vector.
mat = cell2mat(rte2opt(day,:));
% Compute the distance cost of the day.
cost2opt = sum(diag(dist(mat(1:end-1),mat(2:end) )));
% Sum the cost of the day with the converted one.
tc2opt = cost2opt + tc2opt;
end % End for day
% Compute the rate of reduction.
rr2opt = ((initTC- tc2opt) / initTC)*100;
% Print the result.
fprintf("\n 2-opt: TC = %0.f, Reduced Rate = %f \n',tc2opt, rr2opt);
end % End function
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Appendix K: Further improvement heuristics
K.1 Or-opt [Intra Route]

The Or-opt, as in the A-opt can be applied only in a problem of TSP form. This means that all possible changes can be performed only in a
single route. The idea of this case is pretty much different in comparison with A-opt because the selection of the customers is associated with
consecutive arcs and not with single nodes. The execution of this method implies the deletion of consecutive nodes from their current position and
presupposes a relocation into another position in the same route. For better understanding of this method, we consider the next example: ROUTE =

[a»b->i—-i+l>c—>d—-j—>j+1—>a].

Schematic illustration of initial solution for
a single route problem with 8 nodes, 1
vehicle and 1 depot

&) —
\@

Initially, we can select a chain consisting of two or more continuing arcs. For that reason, we select the edge (i, i + 1) and relocate it into
another position of the route. For instance, if we place it between node (j) and (j + 1), the result will be the following: ROUTE=[a—=b > c—

d-j-i-i+l1-j+1-al

97



University of the Aegean Department of Financial and Management Engineering

Representation of route (Figure 6.3)

following the application of Or-opt

algorithm

K.2 Relocate — Operator [Inter Route]

This method belongs to inter route category. In this algorithm two different routes are taking part in each repetition. On the first route one
position is deleted and the length of the route is getting smaller and on the other route a new position is created. This application can be performed
by removing a customer from a tour and replace it in the middle of the second tour. With this method it must be ensured that there will be no exceed
of visits per day. The following example shows the first iteration of this method: ROUTE1 = [a— i—» b—>c—>a]andROUTE1 = [a—> d -

f-al.
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Schematic illustration of initial feasible

solution for a multi route problem with 6
nodes, 1 vehicle and 1 depot

Customer i is selected from ROUTE 1 and deleted. Then the same customer goes between customer (d) and customer (f) from the second

route. The result is shown in the next figure: ROUTE1 = [a—» b—>c—>a]andROUTE2 = [a—-> d—> i—>f—>a].
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Representation of route (Figure 6.7)
@ following the application of Relocate-

operator algorithm
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K.3 Cross — Exchange [Inter Route]

Cross-exchange model works as Or-opt from Intra-Route category. The purpose is to select two parts of consecutive nodes and exchange
them with each other. It should be noted that each part of the nodes must include at least two nodes, otherwise the form of the model is the same
with exchange operator. Furthermore, the selected parts can’t have different length of arcs. After implementation, if the total travel cost decreases,
the appropriate change must be saved, otherwise it has to be rejected. Let’s see the following case for further understanding: ROUTE1 = [a —

b->j-j+1->a]landROUTE2 = [a> i> i+1->c—a]

Schematic illustration of initial feasible
solution for a multi route problem with 7

nodes, 1 vehicle and 1 depot

A double node chain is selected from each of the two available routes. The edge (j,j + 1)and (i,i + 1) are selected from ROUTE 1 and
ROUTE 2 respectively. The swapping of those edges converts the routes as: ROUTE1 = [a—» b—->i—-i+1—>a]andROUTE2 = [a—> j—
j+1->c—-al.
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Representation of route (Figure 6.9)

@ following the application of Cross-
@ exchange algorithm

(i)
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Appendix L: Maps with all nodes of plastic bins
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In this figure is presented the depot which located in village Chalkeios.
The rest geographical points are located in the neighborhood of Varvasi and around the airport called “Omiros”
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Figure L2. This figure is the continuation of the previous map (Figure L1), while some geographical points are same in both maps. This area placed in the central city of
Chios.
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Figure L3. This figure is the continuation of the previous map (Figure L2). Some geographical points are the same in both maps.
This area placed in the north part of the central city in which village Vrontados is located.
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Figure L4. This figure is the contmuatlon of he previous map (Figure L1), while some geographical points are the same in both maps.
This area placed in the south part of the central city in which villages Thimiana, Ag.Ermioni, Karfas are located..
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Appendix M: Input data for the case study

In this table is presented the number of bins and the frequency for each geographical point of the case study

Points Number of bins in each point Frequency of each point
depot 0 0
1 2 4
2 2 4
3 2 4
4 2 4
5 1 4
6 1 4
7 1 4
8 1 4
9 1 4
10 1 4
11 1 4
12 1 4
13 1 4
14 1 4
15 1 4
16 1 4
17 1 4
18 1 4
19 1 4
20 1 4
21 1 4
22 1 4
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23 1 4
24 1 4
25 1 4
26 1 4
27 1 4
28 1 4
29 2 4
30 1 4
31 1 4
32 1 4
33 1 4
34 1 4
35 1 4
36 3 4
37 1 4
38 1 4
39 1 4
40 1 4
41 1 4
42 1 4
43 1 4
44 1 4
45 1 4
46 2 4
47 1 4
48 1 4
49 1 4
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50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
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77 2 2
78 2 2
79 1 2
80 1 2
81 1 2
82 1 2
83 1 2
84 1 2
85 1 2
86 1 2
87 1 2
88 1 2
89 1 2
90 1 2
91 1 2
92 1 2
93 1 2
94 1 2
95 1 2
96 1 2
97 2 2
98 1 2
99 2 2
100 1 2
101 1 2
102 1 2
103 1 2
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104 3 2
105 1 2
106 2 2
107 1 2
108 2 2
109 2 2
110 2 2
111 3 2
112 3 2
113 7 2
114 8 2
115 4 2
116 5 2

111



University of the Aegean Department of Financial and Management Engineering

Appendix N: Algorithm and Pseudocode for HA1

The steps of HA1 to solve are the following:

Step 1.

Step 2.

Step 3.

Step 4.

For each index of the distance matrix compute the savings by using the following formulation: cy; + c;o — ¢;; , where 0 is the depot. Set

the produced matrix as (M_savings). Sort the point pairs of (M_savings) in descending order and define it as (C_savings). Initialize

variable status_scan = 1. Each time we select a pair of nodes from (C_savings), variable status_scan will increased by one.

Set the total number of days in the period as period and initialize the current day as variable day = 0. Create a list of period x n
dimensions, where n is the total number of nodes and set it as visit_list. When a node i inserted in a route of the current day the

corresponded index in visit_list(day, i) will be equal to 1. Initially all indices of visit_list are 0.

First, set the capacity of the current truck as cap = 0. The fleet consists of homogeneous capacity. Set cabin’s capacity as MAXcap. Now
define how many collection trucks the fleet has as fleet = [MAXcap, ..., MAXcap], where MAXcap is the maximum capacity you have
set. The shift of each collection truck defined by a limited number of nodes per day, so set that limited number as DAYlimit. Also let
TOTALcap = 0 be the total number of bins that the current vehicle has selected in the current day. A truck can do more than one shift per
day, for this reason initialize veh;, = 1, where veh shows vehicle’s id and h the current shift. Now select the first vehicle of the fleet
fleet(vehy).

Create the matrix with the frequencies f. Variable matrix f consists of one row and n columns. The number of the column represents the
id of the node, while the index of the column shows the frequency value. Each node can have more than one bins. Set the number of bins

in a node as w;, where w is the total number of bins in node i.
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Step 5.

Step 6.

Step 7.

Step 8.

Set the id of the route as rtegg’;, where day shows the current day and veh shows the current vehicle. For instance, this path: rtej = [0 —

5—-7—=3-=9-0], isimplemented by the vehicle 1 during the day 2.

If all days of the period have been passed and the problem has not been completed, go to the first day of the period.
If day == 0 OR day > period

Go to day 1:

day =1

Select the next available vehicle:

veh, = veh, +1
length(fleet) computes how many collection trucks the fleet has. If all the trucks have already been used and the problem has not been
completed, select again the first vehicle of the fleet.
If veh;, > length(fleet)

Select the first truck of the fleet again:

veh, =1
According to Clarke and Wright’s steps the list of savings (C_savings) must be scanned only once. In case of multi day schedule of the
PVRP, this procedure is repeated several times through the period. If (C_savings) has been totally scanned in the current day go to the
next day of the period.
If status_scan > length(C_savings)

Go to the next day:

day =day +1

Start scanning the (C_savings) from the beginning:

status_scan =1
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Send the truck to the depot and empty the cabin:

cap =0

Once the day has changed eliminate the shift:

TOTALcap =0

Step 9. The basic concept of our model is to route multiple visits in the same nodes in a whole period. This idea explained by matrix £, which

contains the information of how many times we must make those visits in each point. Each time a node is inserted in a route, variable f is
updated appropriately by subtracting one visit in the appropriate column. Once the variable f has exhausted and all its values are equal to
zero, the algorithm will be terminated.
If £ is not exhausted

In matrix (C_savings) search for pair of nodes C_savings(status_scan) and save them (i, j).
Else

End of HA1

Step 10. The method of the Clarke & Wright is implemented in each single day of the period to create feasible initial solutions. Step number 10
ensures the variable day will not exceed the length of the set period.

If day < period

The vehicle can select a limited number of bins per day, according to the definition of the shift.
If TOTALcap < DAYlimit
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a. First, ensure that C&W steps are followed. Make the appropriate insertions but do not update the changes
permanently.
cli=0ANDc1j =0

If the path is empty insert both (i, j) between the first and last point (depot).
If rtefh (end — 1) == 0 (depot)
Insert i,j between the the first and last depot in rte,‘i’g’;,

TOTALcap = TOTALcap + w;
TOTALcap = TOTALcap + w;
cap = cap + w;

cap = cap + w;
visit_list(day,i) = 1
visit_list(day,j) =1

cli=1

clj=1

Insert j in the end of the path before the depot.

Else if rte,’i’flg(end -1 ==i

veh
day

TOTALcap = TOTALcap + w;

Insert jnext to i inrte

cap = cap + w;
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visit_list(day,j) =1
clj=1

Insert i in the beginning of the path after the depot.
Else if rtegf;;(Z) == |
Insert i next to j in rtejs,
variable TOTALcap = TOTALcap + w;
variable cap = cap + w;
matrix visit(day,1) = 1
cli=1
Else
cl1=0
status_scan = status_scan + 1

Gotostep 8

b. The inserted node must not be visited twice in the same day.
If i is going to be inserted in the current day check if that node has already been routed.
If cli == 1 AND visit_list(day,i) == 1
Check variable c2 = 0
status_scan = status_scan + 1

Gotostep 8
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If j is going to be inserted in the current day check if that node has already been routed.
Elseif c1j == 1 AND visit_list(day,j) == 1

Check variable c2 = 0

status_scan = status_scan + 1

Gotostep 8

Elseif c1i == 1 AND c1j == 1 AND visit_list(day,i) ==1...
AND visit_list(day,j) == 1

Check variable c2 = 0

status_scan = status_scan +1

Gotostep 8

Otherwise, note that the insertion of i or j can be feasibly done.
Else
c2=1

¢. The scenario of consecutive days must be followed.
If c1j == 1AND visit_list(day —1,j) ==1AND. .. period — f(j) > 0
Check variable c3 = 0
status_scan = status_scan +1
Gotostep 8
If cli == 1AND visit_list(day —1,i) ==1AND ... period — f(i) >0
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Check variable ¢c3 = 0
status_scan = status_scan + 1

Gotostep 8

If cli ==1AND c1lj == 1AND visit_list(day —1,i) == 1... AND visit_list(day — 1,j) == 1 AND
period — f(i) >0... ANDperiod —f(j) >0

Check variable c3 = 0

status_scan = status_scan +1

Gotostep 8

Else
c3=1
d. We need to know if the content of the selected nodes can be loaded in the current vehicle.
If cap < MAXcap
cd=1
Else
c4d=0
status_scan = status_scan + 1

Gotostep 8
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e. In case that all algorithm’s parameters (c1.c2.c3, c4) are complied in step e. the next appropriate computations can be

proceeded.

Ifcl=1&&c2=1&5&c3=1c4=1
status_scan = status_scan + 1
Update the route rte;{g’;, the capacity of the vehicle cap, the list of the visits visit_list , update variable f and finally
update TOT ALcap.
Gotostep 8

Else
status_scan = status_scan + 1

Gotostep 8

Else
If the shift completed go to the next day:
day =day +1
Once the day has changed start scanning the (C_savings) from the beginning:
status_scan =1

Send the truck to the depot to unload the cabin:

cap =0
Finally end the shift:
TOTALcap =0
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Else

Go to step 6

cap =0
TOTALcap =0
day =0

veh, =0

Go to step 6
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Appendix O: Algorithm and Pseudocode for HA2

The steps of HAL to solve PVRP are the following:

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Create a matrix contains the frequencies and set it as f. Variable f consists of one row and n columns. Each column represents the id of

the node. Each node can have more than one bins. Set the number of bins in a node as w;, where w is the total number of bins in node i.

In the first step of HA2 all nodes are clustered in different groups according to their frequency value. For example, if the problem contains
some points that they need to be picked two times in the period and the rest of them three times, two group of points will be created. The
first one includes those with frequency equal to two and the other one those with frequency equal to three. Let those groups be cluster_1y,

where f is the frequency of the corresponding group.

Step 3 sorts only the nodes from the first group in ascending order in accordance with their distance from the depot. Let this cluster be

cluster_27, where this f is the highest frequency value of the problem.

In this step a procedure of similar logic will be made for the rest groups. In the current step the travel cost is not computed from the depot
but from the latter point of the immediately preceding group. Consequently, the procedure of sorting group 2 bases on the last node of the

1%t group, the 3" group is based on the last point of 2" group etc. Let these groups be cluster_3 2

In step 4 a merge between all the groups is made. Each group one beneath the other, are connected in one giant list of n X 1 dimensions,

where n are the nodes. Let this single list be cluster_list, which will be scanned in the following steps by variable status_scan = 0.
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Step 6.

Step 7.

Step 8.

Step 9.

Set the total number of days in the period as period and initialize the current day as variable day = 1. Create a list of period x n
dimensions, where n is the total number of nodes and set it as visit_list . When a node i inserted in the current day the corresponding index

in visit_list(day, i) will be equal to 1. Initially all indices of visit_list are 0.

First, set the capacity of the current truck as cap = 0. The fleet consists of homogeneous capacity. Set cabin’s capacity as MAXcap. Now
define how many collection trucks the fleet has as fleet = [MAXcap, ..., MAXcap], where MAXcap is the maximum capacity you have
set. The shift of each collection truck defined by a limited number of nodes per day, so set that limited number as DAYlimit. Also let
TOTALcap = 0 be the total number of bins that the current vehicle has selected in the current day. A truck can do more than one shift per
day, for this reason initialize veh; = 1, where veh shows vehicle’s id and h the current shift. Now select the first vehicle of the fleet
fleet(vehy).

In HA2 nodes are going to be inserted in days into specific classes creating a schedule of visits. After that the nodes of each class will be
selected to produce a corresponding route. So let the classes be clsgf;’; and the corresponded route of that will be rtegg’;, where day shows
the current day and veh shows the current vehicle. For instance, let suppose a random class cls}i’fl’; = [3,5,7,9] and the path of that will

be:rte =[0—5—7—3—9—0], implemented by the vehicle 1 during the day 2.

If all days of the period have been passed and the scheduling of visits has not been completed, go to the first day of the period.
If day == 0 OR day > period

Goto day 1:

day =1

Select the next available vehicle:

vehh = vehh + 1
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Step 10. length(fleet) computes how many collection trucks the fleet has. If all the trucks have already been used and the problem has not been
completed, select again the first vehicle of the fleet.
If veh;, > length(fleet)
Select the first truck of the fleet again:

veh, =1

Step 11. Variable status_scan is needed in order to select the nodes from the merged list one by one in each repetition.
If status_scan > length(cluster_list)
- Go to the next day:
day =day +1
- Start scanning the (cluster_list ) from the beginning:
status_scan =1
- Reset the truck’s cabin:
cap=0
- Once the day has changed eliminate the shift:
TOTALcap =0

Step 12. The basic concept of our model is to route multiple visits in the same nodes in a whole period. This idea explained by matrix f, which
contains the information of how many times we must make those visits in each point. Each time a node is inserted in a route, variable f is
updated appropriately by subtracting one visit in the appropriate column. Once the variable f has exhausted and all its values are equal to
zero, the algorithm will be terminated.

If £ is not exhausted
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In matrix cluster_list search for the node cluster_list (status_scan) and save it as i.

Else
Go to step 14

Step 13. If day < period

- The vehicle can select a limited number of bins per day, according to the definition of the shift.
If TOTALcap < DAYlimit

a. The inserted node must not be visited twice in the same day.
If i is going to be inserted in the current day check if that node has already been routed.
If visit_list(day,i) == 1
Check variable c1 = 0
status_scan = status_scan + 1
Go tostep 11
Else
cl=1

b. The scenario of consecutive days must be followed.
If visit_list(day — 1,i) == 1 AND period — f(i) > 0
Check variable c2 = 0

status_scan = status_scan + 1
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Go tostep 11
Else
c2=1

c. We need to know if the content of the selected nodes can be loaded in the current vehicle.
If cap < MAXcap
c3=1
Else
c3=20
status_scan = status_scan +1

Go tostep 11

d. In case that all algorithm’s parameters (c1.c2.c3) are complied the next appropriate computations can be proceeded.
If c1=1ANDc2=1ANDc3 =1
status_scan = status_scan + 1
Update rte};gg, the capacity of the vehicle cap, the list of the visits visit_list, update variable f and finally update
TOTALcap.
Go to step 11

Else
- If the shift completed go to the next day:
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day =day +1
- Once the day has changed start scanning the cluster_list from the beginning:
status_scan =1
- Reset vehicle’s cabin:
cap =0
- Finally end the shift:
TOTALcap =0
Gotostep 9
Else
Set the day as 0.
day =0
Gotostep 9
Step 14. This step is the final one of the algorithm and what it does is to select individually all the unrouted classifications rtec‘{gg, in order to
make them into feasible paths. As happened in HA1 the initial solutions produced by Clarke & Wright’s orders. For each index of the

distance matrix compute the savings by using the following formulation: co; + ¢;o — ¢;; , where 0 is the depot. Set the produced matrix
as (M_savings). Sort the point pairs of (M_savings) in descending order and define it as (C_savings).
veh

a. For all days of the period and for all clsgg’yl create the corresponding routes rteggy

b. In matrix (C_savings) search for next pair of nodes and save them as (i, j)

- Make the following temporary changes. If those changes respect all the restrictions make them permanent
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- If the penultimate node of rte,‘i’g’jﬁ is the depot, insert both (i, j) between the first and last point
If rte,’i’g’;,(end — 1) == 0 (depot)
- Inserti,j between the the first and last point in rte&’gg‘,
rte}i’fl'; =[0ij0]
- Update the capacity of the cabin, adding the number of nodes of i
cap = cap + w;
- Update the capacity of the cabin, adding the number of nodes of j
cap = cap + w;

- Confirm that node i has been inserted

cli=1
- Confirm that node j has been inserted
clj=1

Insert j in the end of the path before the depot.

Else if rte,’i’flg(end -1 ==i

veh

- Insertjnext to i inrtegq,

rteger = [0,i —k,.., i—1, jO]

- Update the capacity of the cabin adding the number of nodes of j
cap = cap + w;

- Confirm that node j has been inserted

clj=1
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Insert i in the beginning of the path after the depot.
Else if rtegg’;,(Z) ==j

Insert i next to j in rteé’gg

rteger = [0,i,j,...,j + k,0]

- Update the capacity of the cabin, adding the number of nodes of i
cap = cap + w;

- Confirm that node i has been inserted
cli=1

If (C_savings) is totally scanned
gotoa

Else
gotob
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