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Abstract

Social medihave been established as platforms from which one may expalolic
opinion about events, products, and servic&witter is a principal generatdor a
huge amount of unstructured informationand corporations are beginning to
comprehend the power of Twittesind understand the views of their customers by
analyzing the relatedposted data. Examples of potential applications of such
analysisnclude improving the accuracy eélesforecasting, supportig significant

marketing decisions, improving existing products etc.

The focus of this Thesis is itovestigate appropriateeural network architectures

and refine their parameters to maximize the effectiveness of sentiment
identificationin sentences posid online on the Twitter social netwarkor this,we

have develope@nd tested variouseural network modeland used thento extract

sentiment from a set 08,600tweets that have been posted onlineetweenJune

01%tand Sept30™, 2021 This dataset camins tweets-identified and collected using

the Apple hashtagtapple posted by consumers expressing opinions or experiences
NEIFNRAY3I (KS 02 YLl yiketveetsIN&eRa=D (pracesded) a S NIJ A
into a form that is appropriate for text analysis and have besmuallylabelledto

either containdpositiveé  @edatvee ASYGAYSyldo ¢KS t1F06SftSR R
the input to the neural network for the training process.

Having selected an appropriate, simple, NN architecture, we refined the parameters

of the training procesand of the model itselfo maximize the efctiveness of the

network and correctly predict positive or negative sentime@®urmethod includes
systematictraining of model variationsunder differenttraining conditions. The

training andmodel structure effectiveness was analyzed statisticatlyarrive atan

optimized model.

The proposed experimentation and analysis method may be applied to fine tune the
training of networks used in similar applications, such as movie reviews, product

assessments etc.
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1 Introduction

In recent years significanttechnological stepsllowed machines tanimic the
operations of the human brain.The field of @Wmputer Sience concernedvith
developing intelligent algorithms with problersolving and decisiemaking
capabilities is called Artificidhtelligenceor simply Al. Thefirst reference toAl is
attributed to Alan Turingand datesback t01950(Shieber, 2004)A timeline of the

most notable events in Al history is shown in Figure 1.1.

Modern Al algorithms are extremely effective in today's era of social media
platforms 10T and other data generators, in whidiluge amouns of raw,
unstructured, data are generatedand posted online Such data can be fed into
specially crafted Al algorithms that drive decision making models capable of
handling tasks previously attributed only to humaBsichtasks includemage and
speech recognitiorselftdriving carsairship piloting, taking marketing decisions etc.

(Smith, et al., 2006)

[9]
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wAlan Turing published the first paper related to computer machinery and inteligence| He is
well known for breaking Nazi's code ENIGMA. He also introduced the Turing Test tq prove
if a computer is capable to think like a human.

year scientists create the Logic Theorist, the first ever Al software program. This was the

wohn MCarthy introduces the term Al in a conference at Darthmouth College. Later this
beginning for the highevel computer languages such as Fortran e.t.c

wFFrank Rosenblatt built Mark1Perceptron, the first ever computer based on a neural
network that learned through time from the replications and the errors .

wBM introduced the first chess computer called DeepBlue that won a chess tournament
against the word champion Garry Kasparov.

is able to recognize and process natural language .

wApple launches iPhone 4s with an intelligent langubgsed assistant. The "Siri" software
wBM supercomputer Watson won the US quiz show Jeopardy against two humans.

uBaidu Al supecomputer use deep convolution NN to identify and categorize images|with
a higher accuracy that the average human.

wAlphaGo programm,developed by Google,beats Lee Sodal word champion Goplayer.The
win was significant due to the enormous number of possible moves at each step.The
program analyzed every move and picked the optimun one.

oEuropean Union voted and established guidance for dealing with the Al ethics}

€E€E€EEE€CECECKC

Figure 11 Artificial intelligence TimelingBM Cloud Education, 2020)

Al applications incorporate algorithms based on deep Neural Networkseep
Neural Network (DNN)is a scalable machine learning algorithm that follosvs
hierarchical sequence to prossinput data(Figure 1.2) The data passthrough
nodes callecheuronsin which data manipulation occurs and the algoritli®cides
how the data are flowing into the networ&ind towards thefinal output result.
Neural Networks (NNs) have the unique characteristic to manipulatan
exceptionally large amount afata and extract meningful information(Aggarwal,
2018) Nowadays,machine learning algorithms have evolveabidly and have
considerable impact in fields, such aspply chain, computewvision, speech

recognition and many other fields.

[10]



University of Aegean Department of Financial and Managemdrtigineering

Deep neural network

Multiple hidden layers Output layer

elelololo R
OOO00
Q0000
Q0000

Figure 12 Deep neural network graptiBM Cloud Education, 2020)

Machine learning and deep learning are diddds of Al anduse neural network
models with manyhundreds-or even thousandsnetwork layers to process input
data and predict a correct outcomeThese algorithms are commonly used for
natural language processing (NLP), image recognérmahvoice recognition(IBM
Cloud Education, 2020)

This Thesifocuses in the rather mature field of sentiment analysis using NN. More
specifically we studyow a specially crafted NMan berefined and trainedto

effectively extract sentiment from raw Twitter data using machine learning
algorithms.The poposed method i€apable of receiving raw unstructured tweets,

process them using several techniques to clegrthe text anduse it as input to the

crafted NNG 2 2dzi Lddzi | oO0AYylFNEB OflFaaAFAOFIGA2Y N&
sentiment. The contribution of this work, beyond reviewing and analyzing NLP, is

the application of Design of Experiments (DOE) to finetune training parameters to

improve the performance of an NN.

[11]
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2 BackgroundBig Data antlachine Learning for sentiment
analysis

Social media platformare used by billionasameansof daily communication. Most
peoplemaintainan active profile account imore than one social media platforms

such adnstagram, Twitter, Facebook etc. According to a published reoatista

Research Department, 202@lated to Twitter, for their 2@ quarter (Q2) resultsof

2022, 237.8 million people are activelyusng the platform. Thkese people are
distributedall over the worldand belong to both gerefs, all age groups, and social

layers. This makeBwitter a very populaplatform that contains posted data from

different perspectives on several topics like politics, econorpicguctreviews etc.

This huge number of posted datacreates valuabled igData¢ = YR YSUGK2Ra

handling these data represent an extremely active ongoasgarchinterest

Big Datawhen analyzed properiycanbe a gamechangngtool for businesses as it
reflects the O 2 y & dzYe&dNaRkin reattime. Generally, theterm Big Datd
characterize an enormous and complex number of datasets that are impossible to
analyzeand manipulate using traditional tools armlocessingtechniques. The
special techniques that have been developed over timénteract with such data
are referred asBig Data AnalyticsThe big data ternwasintroduced by industry

analyst Doug Langyaney, 2001)

0Big data is higkvolume, highvelocity and/or highkvariety information assetthat
demand coskffective, innovative forms of information processing that enable

enhanced insight, decision making, and process automation
The 3vQ af Big Date refer tohe volume, velocity, and variety of the data

1. Volume: The data volume refers todlsize and the type of the data be
collected. Before theexpansionof the memory capacity of computers
companiesand organizationgdid not havea capaldle medium to store the
collected data Modern computerspedfications allow scientiss to collect
and store datan Terabytes (TB)or evenPetabytes (PT) and thestoreddata

structure @n either be a fileamatrix, atable, a databaseecord etc.

[12]
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2.

Velocity: One of thebiggest challengeis to find waysof collecting and
transferring enormous @mounts of realtime data at fast rates Modern,
optical fiberbased communication networks can meet this requirement.
Variety: The dataollected come from various sources andlifferent forms
Datacan either be structured (excel file)nstructured (aw text dataas in
emails social media posting®r semi structuredqgomma separated values
such as in CSies). The structured type data are highly organized and easily
decoded bymost machine language, unlike unstructured data which
human language expressioase difficult to decodeand be understood by

computers(Alloghani, et al., 2019)

Thefollowing table shows the main differences between Big Data and Traditional

Data.
Table2.1 Differences between Traditional and Big Détarht & Villanustre, 2016)
Traditional Data Big Data
Volume GBs TBs and PBs
Data generation rate Per hour or day More rapid
Data structure structured Semistructured or unstructured
Data source centralized Fully distributed
Data integration easy difficult
Data store Relational Databases No Relational Databases
Data access interactive Batch or near realime
2.1 Introduction to Natural Language Processing (NLP)

Natural Language Processing (NLP) is abewgraging tools, techniques, and

algorithms to process and understand natural langubgsed data which are

usually received inunstructured forms, such adext and speech. Thighapter

explairs the basic mechanisms involved building an NLP sentiment analysis

system usinghe TensorFlowlibrary of toolsto processand understand raw text

data. TensorFlow, is an opesource machine learning libratigat provides built-in

features for creating customized neural network architectuaes includeseveral

algorithms suitable for business educationalpurposeqSingh & Manure, 2019)

[13]
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2.1.1 Whatis NLP

GComputerscan process structuredabular dataand spreadsheets, unlike human
beingswho communicate using sentencas written or oral form.Data generated

from oral conversationsand texts -such as social media postingse examples of

unstructured datawhich camot fit neatly into the traditional row and column

structure of relational databases

NLP ighe field of Al that makescomputersable to read, understand and derive
meaning out of human languagé&hanks to the dvances irthe fields of machine
learning a bigtechnologicakevolution isemerging orthis topic nowadays it is no
longer about trying to interpret text or speech basedtbe keywordsthey contain
but rather extractingthe meaning behind tb words. It is now possible to detect
patterns and figures of speech like iroauyd enthusiasnor even perform sentiment
analysis(also called opinion minindd extract crucial information out ofaw text
data (Bianchini, et al., 2013YheNLP concepisitself fascinatingput the real value

behind this technology comes from tlaeeas that the technology can be applied to

One of the most interesting areas for research is the sentiment anabysiseets
posted on the Twitter social naéa platform and the understanding of whether a
tweet (a phrase with a maximum of 280 charactdray apositive, negative, oa
neutral sentiment Sinceconsumersexpress their opinions and feelings on social
media platforms, sentiment analyssoften used by businesses to extraznsumer
feedbackand monitor their brand.Data analyticiechniques can be used as a
management tooto tailor products and services to metite needsof consumers

but alsoprovide detailed informatioron how the company can optimize existing
business processes, such as marketing campaigns, improving product ydeliver

servicesforecasting consumer demaretc. (Xingyou, et al., 2016)

2.1.2 Use Cases of NLP
The wide variety of softwar applicationswhere NLP algorithms are applied
indicates the impacand the potential othesealgorithms.Some real word uses of

NLP algorithms are:

[14]
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1 Search toolssuch asGoogleor Bing use smarLPalgorithms forcrawling
the internet based on keywords that the user enters. The algorithm interact
with the user based othese keywordsand cananswer questionspredict
the next keywords the user may enter output specific requested results
even before the user asks forem

1 Voice assistant applicatiossich asSiri(by Applg or Alexa(by Amazon)are
common embedded features in mobile phones and computers. These
featuresusealgorithms that can be activatdaly voiceand interact with the
user.

1 Email providers such as Giinai Hotmail, provide spam preventing features,
autocorrecting or autdilling capabilities to their users using intelligent
algorithms that can classify data into different inboxes (important,-non
important, spam) or predict user input.

1 NLP data analyticalgorithms are used for predictions related to stock and
sales forecasting.

71 Data analysis algorithms are widely used by marketing companies as a tool
for promoting personalized advertisements based on collected data about
specific needs diargeted populations. This is the reason users are noticing
specific products advertisements on their social media platforms after doing
a search for them.

1 Inhealth care, decisiomaking algorithms are effectively used to diagnose

diseases, extract repaton patientprofiles etc.(Sowmya, et al., 2020)

2.2 Natural language processing using Machine Learning

A simple lookup categorization algorithm can look up words in a dictionary (of
positive/negative words) and categorize thensiment of the data fed to it based on

certain words included in the data. Such an algorithm has limited capabilities and its
accuracy depends on the dictionary contents. On the contranyNLP algorithm

based orMachine Learning a[ 0 O y akoSdemilyigg thé seStimént of

0KS RIGF FSR G2 Ad 0SOFdzaS GKS bSazNlt b

(p)
(et

relevanttext dataof appropriate size

[15]
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Machine LearningML)is a subfield of computer scienddL focuseson developing
intelligent algorithms able to prossinformation in a way thatmimics how the
humean brainprocesses information in brain cell neurofi$ie exceptional feature of
these algorithms is their abilitg) to handle enormous amounts of data dugirthe
training process and) to improvetheir prediction performance with every epoch
(see below) In a neural networktraining is the computational proceswhich
implements feedforward and backpropagation technigiedind and updatethe
appropriate weight valuesf the artificial neurons so that the network can
accuratdy predictan output During te training processhe network computations
are repeatedusing new input data untthe neuronsconcluce to the optimal weight

value These repetitiors arereferred to asepochs

The goal is to create models thaperform equally well compared tchuman

intelligence and continuouslgvolve based on new data that are fed to them

without requiring modification in their architectureTo doso, machine learning
Ff32NAGKYA KIF@S Iy AYydSNY!I fsthemiiGac@ede ¢ | NOK
previously processeitiformation so they can continuously leamew patternsfrom

new data(Sowmya, et al., 2020)

The ML algorithmsre classifiedin three (3) different categoesbased on thevay
the learning process on thimput datais handled More specifically, the learning
processcan either be supervised unsupervisedor semisupervised The main
difference among thsecategoresis the existence or neaxistence otdatalabels

in the training dataset.Data labelling refersto the process of manually
taggindlabellingmeaningfulfeatures in the raw data and then use those tags/labels
in the machindearning training model so that the network can learn pattefois
extracting sentimen(in our casedput of unlabeleddata In the NLPcontext, labelling
identifies the overalltext sentiment per text sentence(i.e., positive, negative,

neutral)to geneate anewtraining dataset and then proceed with in the NN madel

9 Qupervised learningccurswhen predictions take into consideration the true
(manually set)abels of the dataset to measure the predicted labels accuracy.

During training, the algorithm attempts to learn patterusing themanually

[16]
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set data labels. To calculate overallaccuracy, themodel takes into
consideration-amongother parameters the milassified predictiongnd
compares themto the true labelsFor example, machine learning algorithms
that classify spam emails perform supervised learning since the algorithm
was trained on many emails manually labeled as sgamon-spant by the

email wser.

9 Unsupervised learningses unlabeled data tperform training and predict
outcomes.Thismethodbasicallyclusters/groupshuge amounts of unlabeled
data.Asimpleexampleof this methodis the post keyword prediction results

that Googlesearchsuggests to a user when doing a Google search

9 Semisupervised learningombines both the above methods of training. The
algorithm uses both labeled and #abeled data where usually the amount
of unlabeled data is higher than that of the labeled data. The idea is that the
labeled data can have an impact over training and the algorithm accuracy for

classifying the unlabeled dafalloghani, et al., 2019)

The NLPand text data analysisare challengingtasks for simple neural network
algorithms These types of dataare mainly unstructured so the unsupervised
learning technique is the preferable processingmethod, and deep network
architectureshave been developedor the handling of similar natural language

analysigasks These are analyzed in the following sections.

[17]
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2.3 Recurrent neural network (RNN)

2.3.1 Backgroundor the RNN

Acharacteristic architecture for a simple NN model that process text data is the feed
forward (FF) mechanism (FFNN whichthe information is receivedn the input
layerof the Neural Networkpas®sthrough theinterconnectechidden layer®f the
NeuralNetwork, and exits fromthe output layerand never touches a nodvice:

for every individual piece of data received in the input of the NN, theraais

straightforward flowto the output nodeof the NN.

Input Layer Output Layer

Hidden Layers

Figure 21 Feed Forward Neural Network architect(ri@ua, et al., 2019)

The RNNarchitecture takes a differerapproach the main differencelieswith the

flow of information from the input layer to the output layer. Unlike an FFNN, the
RNN model creates an internal loop mechanism so that each node output also acts
as an input for that specific nodé an RNN the informatioralsopasses from the
previousnodeto the currentnode, so the prediction involvesvo inputs- the one

from the previousnodeandthe one from thecurrentnode. This feature makes the
RNN architectursuitable forhandlingsequential datain which the interpretation

of each piece of data geends not only on the data itself, but also on its predecessor
data. Inthe case of NLBequential dataefers to text sentenceéBianchini, et al.,

2013)

[18]
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FFNN and RNN trainingsing sequernial data is based onentirely different

mechanisns: each FFNN nodgs trained with only the current input information,
unlike the RNN node whiaksesii K S W T & Radism@ridte node activation
is affected by the network history/memory from the node outgxingyou, et al.,

2016) Thsmain difference betweenr@aRNN and a FFNN is illustratedHigure 2.2.

Recurrent Neural Network Feed-Forward Neural Network

Figure 22 lllustration of how the information flows through an RNN vs. an FfENMulder, et al., 2015)

A simple RNN includex shortterm memory,meaningthat it can pass information
only from the previous stepWhen working with sequential type data, it is obvious
that the sequence order must remain intaétor example, in NLBe words canot
move inside the sentendeecause tis would alter the meaning of the sentencé
simple examplethat illustrates how an RNN network works is the Fibonacci
sequence model: for the algorithto guess the next number it requiresiaput the

previous result of the sequence

r)'-\ = A — >

.
S

Figure 23 An unrolled recurrent neural netwo(Rata Science Team, 2020)

®
l

®
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In Figure2.3,the sequencestarts with thegiven inputw where the node outputs
"Q8Both™Q and w are the inputs for the nexstage Similarly,Q with @ are the
inputs for the nexstageand thiscontinuesuntil the end of the sequence. This is the
basic mechanismbehind the network G KI & Sy I 6t S &the prévions2 NA T Ay 3«
context of the sequence whilea the trainingprocess An FFNN multigdsthe inputs

with a weight matrix to produce an outpuivhile the RNN shares the same weight
parameters within each layer of the netwoiRuring training, heseparameters are
adjustedthrough the process ofbackpropagatiosn and ¢gradient descer#t until

they reach the optimum valu¢Sowmya, et al.,, 2020More information on the
backpropagation method and the related calculations may be found in Appendix A.
This Appendix has been developed in collaboration Witlari , 2021 s a tutorial

for students of the DeOPSyS lab that enter the NN/ML field.

There are various RNN noderchitectures (Fig. 2.4) but the manyto-one
architecture istypically chosen for sentimentlassification(Manaswi, 2018) To
predict if atweet hasnegative or positivesentiment the input size(number of
words in a sentencenust be flexible sincea onehot-encoded representations
usedfor each word in thesentence.The onehot-encoded matrix is an essential pre
processingtepfor converting the categorical features of the text dasa they can
be usedfor machine learningand thenpassthem as input to the network model.
This encoding method createafeature matrixwith values 0 and 1 in each matrix
element. Thevalueof one (1)is assigned to the element that relates to a specific
word while the value of zero (0) is assigned to the rest of the elements in the matrix.
For example, ithe phrasetthe MacBookdied€ is passe@s an input to the network
then, the onehot-encoding representatiowill be a 1x3sectorfor each wordthe=

[1 0 0],MacBook [ 0 1 0] andlied= [0 O 1]. More explanation about the encoding

technigues in machine learningincludedin therelated appendixhapter.

The output will be a single class in which (1,0) or (0,1) denotes positive or negative

sentiment respectively.

[20]
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one to one

The RNN mechanism includes a Feed Forward Propagation step to train the neural

network and then includes a Back Propagation Thought Time (BPTT) step to adjust
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many to many

HF

||
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Figure 24 Different RNN architecturd&arpathy, 2015)

the network weights and minimize the error.

The basc steps of the RNN computati@me (see Fig. 2.5)

1. & isthe currentinput to a node at time stepwhere X is a onbot-encoded

matrix that represents @hrase that enters in the RNN netwoikhere ared

time steps which are equal to the number of the words of the phrase

many to many

(including the paddings).

CalculatéO, with input @ and the previous node outpui©

The current node output i© and that will also pass to the next step node

as’o

When the calculating process for all the time steps comes to an e

prediction @ can be calculatedThisfinal prediction & passes through a

SoftMax functiorto output probability values between 0 and 1.

The outputiscompared with the real output valugnd the error is identified

Perform BPTT to update the weights.

The neural network is trained.

[21]
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L

To P P
O O O

Time step t=1 Time step t=2 Time step t=3

Figure 25 Basic RNN structure

2.3.2 Unrolling a Recurrent Neural Network

In the followingSection, anRNN training example will be analyzedvisualizenow
the internal network mechanismof the RNNorocesseghe inputinformation. Figure
2.5 showsa representationof an RNN structure with three individual networks
where each one of them pro@sesa single wordThe necessary computationfer

each node are showm eachstep.

A s A

IntheaboveSEl YL S (KS 3IAGSYy AyLlzi A.dhedoklS aSyia$s
is to predict the last woraf the sentenced ¢ K S & dZjhe éntire viicabilsry
includesfourA Y RA @A Rdzl f ¢ PANIREAT &odt I KYS X yadtébidpdied SR 0 KS 2

representationfor thosewordsare:
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O o0 1 O
O 0 O 1

the sun is shining

Thus, each word ahe sentence will be represented by a (4x&ctor containing
zeros(0) exceptfrom the positionof that word in the sentence where thealueone

(1) is assigned.

A Step 1 The weightsof the (3x4)matrices between the input and the hidden

layerw are randomly initialized

TP 0 Y@ Y X0 T XTX T ¢
7 = TRT QT O W@t L PTEY L ¢
T8t P oT® Y T8 TT T O X

A Step 2:The onehot-encoding vectors from each word of the senterise

multiplied with®  matrix.

For time step t=1C2NJ GKS TFANRG 62NR aG¢CKSE¢EB Iy StS

required betweenw matrix and thedd matrix to calculate the produeb *®

T W Yrd P XTI TTXTRX T G ™ WY
T T QT 0 Widt U PTIR L @ T @
T8t P oT® Y T8 TT QT O X @ty o

For time step t=2ForthesS O2 Yy R ¢ 2 thdcaldufatégypéoduct *Q

TP W YPrd P XTdo T XT’X T G ™ Y X
T T QT 0 Wt U PT U & ™ o Y
TP oT® P T TI QT O X ™ YU

For time step t=3Forthe K A NR & ZNJ KSA DI f Odaf *1 SR LINR RdzO

TP WYPrd P XTO T XTX T ¢ T@o TT X
T T QT 0 Wit U PR L & T8t v p
T8t Y oT® Y UTIE TT QT O X @ TI G

*Note:w is a (3x4) matrix an@ is a (4x1) matrix so the new matrix will {8x1).

A Step 3:We proceed with computing/ andE parameters at every time
step t.

[23]
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The network includes a hidden layer weight which remains the same, for the
entire network, duing the process? is a (1x1element randomly assigned with
the value of 0.497for this particular exampleThe bias term B remains the same
between the layers and is a (1x1) vector with a randomly asdigalue of 0.257.
Theelement wise multiplication betweeh andE  and then theaddition of the
biasterm, usedfor computingthe hidden layer weight at every time step using the

following :

Nii?in [ (Eq. 2.0
The current state node outpuE at every time step isalculated using théollowing

equation:

b TTHTA i # e e (Eq. 2.2)

Fortime stept=1: For the initial computatiorthere is no priooutput (E , sothe

previous input E  x EA A& matrix with zerogqual to:E [0 0 0]

Apply the (Eq. 2.1) for calculating:

. T T L X T& U X
7 z E " [0497]* m+ MR L)Y TR L X
Tt T LY T& U X

*Note: The dement wise multiplicatiorprecedesthe bias termThe7 is a (1x1)

vector and theE  is a (3x1) matrix so the output wile a(3x1) matrix.

Next step, for computinge apply €q. 2.2):

E OAI7TEE 7 8)
First,
TR VY T wY 1™ LU
7 E 7 8 T v TMYPYT E pPH o
T VX TBIYo T myx
Subsequently,

. T oL T8 C QT
E O0W@pprmnoc m@mp Y
T TYX T TYo
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We remind that the tanh function, which is applied elementwise, is the following

tanh=—— p (Eq. 2.3)

Graph of tanh function

100

0.75

0.50

0.25

0.00

tanh(x)

—0.25

—0.50

—-0.75

—1.00

x

Figure 26 Tanh function graphic with values range between1]

For time step t=2TheE output, calculated at previous step t=1, will pass as an input

to the next time step. Applying (Eqg. 2.1) provides the following:

) T CEemnmg vy ™ @YX
7 z E " [0497]* TP TP TI® L YE T UL L L
T TYOoOTE VX TP TTY

To calculatée for time step t=2, we apply

E OAI7TEE 7 8)
Firstly,
™ eYX ™ Yx pdru L X
7 E 7 8 TMULVULL THO P P& WO UL
T™PMNMY T PUL T WL Y
Then,

R pPEBTL L X TX YT TP
E 0dQ@p& wouv MP@mp (g
T WL P T TP QW

For time step t=3:

[25]
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‘ T YT AR VX T
7 z E " [0497]* TP oM P IR LV EFE T
TP Qg LY T

ce 4
€ -6
=S
e c

Then

. T®T Q@QUTBTTY P® L O QU
7 E 7 8 T YT T YPYBIUE Ty oL T Y
T™®ULUEMTTE Mg TWOL YT T

Finally

PR LOPULUTWEIP T OW

E O0OGRmM{ ocut Yr®¢ @1 p
TV PYNMTTE T 00 W

A Step4: Sofar, we havecalculated thecurrentstateQ vectors atevery time

step t We cannow proceed to compute the output state for every time step t=1,2,3

by applying thefollowing equation:

(o |'I< (Eq. 2.4)

where( is a (4x3) matrix of weights between the hidden lay@rand the output

w. Thev matrix was randomly initialized and shares the following weights

though the entire network:

T U XTEp X TT8 P C

0 T T T8I T QT WX

Tt W YT P YT w G

T UL ETE L OTW P TT

By applying (Eq. 2.4) for t=1,2,3 e@mputeoutput w :
T® U XT@ X TTB PG 18 ¢ op WPTUPU
; narrcn&%ﬂcn&wx(bn@n g™ oLowo
81 0 YT p Y w G P¥mpxupt
T U QT LU OT® p TT T@nwcn&currT
T U XT& X TT@ p G PETC WP P T
; Ttarrcrﬁttcr[&wx(b %w;npns(molpnT
T8 O YT p YTEd @ G P guux @
T v e v o p 1 TR TP P gy g yoy
T U XT@ X 118 p ¢ @oTXU
; T[&Tcnattcn&wxd) %pT?:ngpupc
8L @ YT p Y o ¢ CPTPg gpuvow
TP L T L OT p T T@Tco%worcpn
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A Step5: The final step of the algorithm for the prediction of the next word of

the input sentence requires fab to pass though the SoftMax activation function.

SoftMax: Y = 5 (Eq. 2.5)

Thus,the algorithm predicts the probability fahe last word othea Sy 6 Sy OS da ¢ KS
a dzy ¢ asdolloXs

SX>x X
ad€
€4 €

T, ¢ X
31 £O01 A@ % b
™ Yxopuv
In the probability matrix above, each element corresponds to the probability of the
lastword2 yS 2F (GKS F2dz2NJ 62NRaA Ay GKS @201 6dz |
Ay GKFG 2NRSNJ 0GKS LINPoloAfAle 28t GKS I 2
LINPOIFOAfAGE O2NNBalLRyRa (2 0KS g2NR daKAy
many weights were assigned randomly. However, when the network is trained
through back propagation (in this case the true matrix will be [0 0 O 1], then the
weights would be adjusted to provide, hopefully, good predictions. For example,

the trained network would result in an output probability matrix with a clear

superiority of the fourth element as compared to the other three ones.

2.4 Long ShodTerm Memory (LSTM)

2.4.1 Introduction to the LSM™ architecture

The previous Section analyzed the mechanism behindREINand why these
networks are suitable and widely uséat sequential data analysislowever their

main disadvantage is theirhert-term dmemore O LJ- O xhé énterdalA y O S
amemorg mechanism can only provide information from the previous node to the
nextnode in the sequenceThis feature limits the ability dfie algorithm to perform

well and keep trackf past information when dealing with long sentences.

An LSTM network is an evolutitmthe RNN neural network. This network is suitable
for processingsequential data and has a similar architectucethe RNN which
means that sequential data are given asiaput to the NN and then the network

processesthe informationto calculate the output. The major difference between

[27]
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thesetwo networksis thea Y S Y 2 NB  FTC5S f (f dzSBvVimadél Thie REN has
an internal mechanism to pass information to the curretaits from the previous
time step only.On the contrary, theeSTMinternal memory mechanism (memory
cell) is based omformation receivedfrom all the other previous timstepsin the
hidden layers to the curreriayer. This featurenakesLSTM an even momaiitable
method for tasks thatNB |j d#daNdSy fioén past data dependenciegAggarwal,
2018)

The genericLSTMmodel consiss of three (3) gates, responsible control the flow
of informationthrough the networkplusone (1)memory cell. All tase components

¢ the three gates and the memory celire referredto as an LSTM c€Fig.2.7)

ht Output

Next cell state

Gt ’ X ':' n BB G
Cell state ‘ |—- X |

t t t t
+ + + +
- ? T 1 T
b b b b
hes - | | — h,
Hidden state Next hidden state
X¢ | Input
Inputs: Outputs: Nonlinearities:  Vector operations:
; New updated ot 1 Scaling of
Xt Current input Ct mcrnur[; O  Sigmoid layer X information
Memory from ) Adding
“1 Jast LSTM unit ht Current output  {ganhy Tanh layer - information

Output of last ;
b Bias
ey LSTM unit

Figure 27 LSTM cell computatiorf¥'an, 2016)

Everygate contributes tadhe processing ahe input information(Note: i stands for

input, f stands for forget, ¢ stands for cell, o stands for output and t is the $ir@e):
A The Input Gate { :

[28]
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This gate is responsibl®r the choice of thenew informationthat enters the
network. This gate has two separate parts, the first gartis passinghrough a
sigmoid functioranddecideswhich values are valuable (keseyalues close to 1 and
discardsthe values close to 0), and then the secquatt @ is passng through a
tanhfunctionandcreatesa vector with the new candidate value& which are then

given as an input tthe memory cell.

Equation for this gat@ éalculatiors:

~

O wd YQ w,Q i QQa&QQ

(Eq. 26)

A 78 5E A,AG OATAE — (Eq. 27)
A Forget Gate |:

This gat® #@puts are the current statéy and the previous outputQ 8These

values will pass through the sigmoid function that outpulues between (1,0) to

decide whether tlese values areworthy to be transferred to the next gate Yalue

close to ong orbe discardedvalue close taero).

® wd YQ  ©,Q i 0Q&H0Q (Eq. 28)

A The Memory Cell,:
The memory cell is the loAgrm memory of the NN which exists only in LSTM
networks and is the cell in whithe NN keeginformation from previous LSTM cells.
With everytime-step the previous celllf  is combined with the forget gate and
decides the information that wilbe kept for the next nodes The values from the
temporary memory cell{& are also combined with the input gatelues tdfinally

update the memory cell.
® QFG "QF © (Eq.2.9)

b20SY ¢KS w aedvozf NB fasdnentvdse mdtiflication Rl Y I NR

between same size matrices that output a matrix with the same dimensions.

1 The Outut Gate = :

[29]
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Following the memory update, the output gate determines the values included to
the new hidden state. This gate is responsible for filtering the cell values, passing
them through a tanh function and outputs values betweeh ), to ensurghat only

relevant information will be included to the new hidden state.
® 0O YO w,¢ 0B ® —_— (Eq. 210)

1 TheHidden State J<:
A hidden state is the temporary memory of the NN. This state is common with the
RNN network mechanismThis is responsible for caring the previous node
AYTF2NXYIEGAZ2Y (2 GKS OdhNSWY WSRENEBEYR 05D @&
overwrites past informatiorn every step.

N € Fo R (Eq. 211)

The number of LSTM ceisa parameter of the NN model and affects the prediction
performance of the network. Typical values found in the literature are 32, 64 and
128 (Moroney, 2020) Based on thebibliography, here are noguidelines for
determining the number of cells included in an LSTM layer. The scientist should
evaluate the complexity of the input dataset and adjtis¢ LSTM layebased m
different factors. The LSTM cells are working similar to the CNN filters. Generally,
the length of the input datar the number of features are such factors affecting the
number of cells. Fareference if it necessary for the network to recognize complex

pattersthough the sentencethen we shouldapplya higher valuef LSTMells.

The number of LSTM cells used in our model was a res@kpdrimentationin

which different LSTM cell numbers were tested. This is described in Section 5.

2.4.2 Example to undersind the mechanics ofSTM

The Feed Forward propagation

A practicaloverviewof the LSTM algorithmwith a numerical examplés analyzed
below. We will examine the mathematics for the following example where we
proceed with an LSTM (units=2) layer (one LSTM layer with 2 LSTM cells) for

predicted the sentiment y of a sentence. There are two randomly assigned input

(3]
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sentencesd ? , 9 S (each sentence contains 2 embedded words). Let

Y=09 be thetrue labelfor the @ sentence to be the expected value for the network

to make an accurate prediction.

Theweights W, U and biasesdbe also randomly initialized
7 ™T M Pp5 TWIX WA T8ipT
7 T wx5 TUYA T oX
7 T®OT UTE p G5 ™ opA mWiYw
7 ™ Y XTP wub mMutA Tvuu

{fGSLI MY /I f£O0dA FGAR2Y 2F GKS 3IFiSQa LINRRdzOG ¢

Input Gate

The input gatecontains (2) computational parts. The first part computes the
probability of the incoming informatiorio enter the memory cell (EqR.6) and the
second partcomputes theprobability of the incoming informatiorto update the

values of the memory cell (Eq.72
Given imputsfor the first gate:
W , the current state input
"Q , initial hidden layer value
o , initial memory value

Note: For the first layer th& has a value of 0, because there is not a previous

hidden layer value.
Parameters
7 and5 are the weights and isthe bias for the input layer

For the first time step &

The nput valueis calculatedbased on Eq.2.6).
® 0o YQ &)

[31]
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&) T[EGIT(pT[EB)ljJG§ TBIX ® T T8IP Modtg @
e A p
P9 o
Q a8t C P T8V O
” (p p 'QS X

The"Qvaluerepresentsthe probability that the input gate will allowid incoming

information into the cell memory.

The secondomputationalpart is responsible talecidewhether the memory cell

will be updatel with the @ value Using(Eq. 27):
® 0o YQ @
A T@Tc®eX > MU T T®OoX BT

@ O BAG 2 2
SRRV )

'Q&’pnoo '@Ta)noo
Qpnw Q@MW

AG OAlt®nw TBOWWYPTIP @
Forget Gate

Thenetwork decides if the input X is valuablermt. "Valuable& X values will pass
to the next gate (valugclose to 1) unlike théx y Z/afuableé values that will be

discardedvalue close to 0).
Given inputs to thigate:
Parameters:
7 and5 are the weighsandA arethe biassfor the forget gate layer
The forget value is calculated fmlows (Eq.2.8):

G TRTU® PG ;. TXOF M TBYWCHOP

[32]
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Q ,cq®Oop TOT T OO

p

The Avalue is close to 1 so the network will pass this value to the next gate.
Memory Cell State

As mentioned before, the memory cell of the LSTM network is responsible for

remembering and passing to the next node all the valuable information.

The cell updates the values of the memory ugigg.2.9).

A EzAG A&ZA
A T oOXTBowwPTp BT T 810 = 09535

Output Gate

The output valuesused todecidewhether this value will continue along as an input
to the next LSTM cell (if the value is close to 1) or if it willibearded(value close
to 0).

Given inputs to this gate:
Parameters:
7 and5 are the weightandA arethe biasfor the forget gate layer.
The output gate valués calculated based on (Eq. 2.10)
A 78 B5E A

A T[8ljJXT[$)ool3§ MUEZ T TRUULCM®

P
p A3

I, ¢gimw ———=0.88174
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Hidden state

The last computations for the first cell, are theomputations of the hidden state

output and the predicted value Y for that same cell.
Using (EqR2.11) to compute the output value f6R
Q £ 203D
Q (0.88174) * tanh (®535) = 0741364

Step 2: Calculate the gatggoducts for the second LSTM cell

Before moving on with the computations for the second cell, a general assumption
Is that the network shares the same weights across all the LSTM cells, so for every
cellthe same weights WAJ and b valueare used Of couse, these weights will be

adjusted during training (through back propagation).
The input for the second, and final, cell is naw

For thesecondtime step t=.:

Input Gate
O 0o YQ A

G T T PP 8 TBIX @ T T P O ¢QMmdt p 14.01157

Furthermore

A T@TC®OX | T®UP TXTPOQMOX ¢& QUPO

& 6 3ac Q Q
0 WRW o 9
PN 08 Q 8
AG OAI(pE(pupqQS q 8 T8O W W W WO
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Forget Gate
A 78 TE A
A T[&)TUT[&pGS T OF T T PO PMIY WTHC MTWO X

_ P
p A

£, 1®C nwoéAp—s TBOWTIC L CT

Memory Cell State

£ A

A TROYC CPTBOIWWWWOTBIOWTIC B T8V 0B 1.92641
Output Gate
A 78 5E A
A nawxn@wl}g MU T T POOME VLULOBIG XL Y
i ,A ———=0.953805
Hidden state
N E Z0WRO
"0 (0.953805) * tanh (1.92641) = 0.914167

¢CKS NBYFAYAY3a O2YLMziFdA2y F2N) GKS aSljdsSyo
of the LSTM cell. Again, the networks weights are randomly initialized as

W=1® w @nd bias b8t w X
Udw 'Q @ =0596(0.914167) +0.097 = 0.64184

¢ KS @lsthdiial duput of the LSTM.
Assume that therue label Y for the LSTM equako Y=09. That is, after training the
network we should target to predict y=0.9.

Tocompute thenetworkerror, the MSE (mean squadeerror) metric is usedThen:
E=- ® @e=05 md m® T p P=0.0333233
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This is the error to be used during back propagation.
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3 Dataset Preprocessing fille NLP System

Three (3) preprocessing steps are needed to transf@smitter data into a form

recognized by a computer. These are:

a) The Data Cleaning process (punctuations, single character words, etc.)
b) The Tokenization process and

c) The Word Embedding process.

3.1 Data Cleaning

Amachine learning systefi SSRa (2 0S TSR bemblaitépullodt S| y £
the most valuable information rom each dataset. Usually, raw dataare
unstructured and contain redundant informatiohis is especially true in the
RFGF&aSh GKIG GKAA ¢ KS @éndratedl bydasels pasthg anK A O K
the Twitter platform.

The aim of data cleaningto go througheach phraseand remove irrelevant data

such us links, images, references, #itags, characters (retweetRE (,SE i &
emoticons), repeatéwords andother information thatisimproperly formatted and

does notaddany value to the sentimen® he dita cleaning process is imperative to

create a higkguality training dataseto be fed nto the training modelsinceit has
significant impacto the training performance accuradyoordata can cause good

algorithm to failand-on the other hand high-quality data can causenaalgorithm

to output high-quality results(Pradha, et al., 2019)

Usually, a data cleaning process includes several of the steps outlined below but the
steps are strongly based on the type of NLP data to be cleaned. For the purposes of
cleaning data generated from the Twitter platform, teeepsof the data cleaning

processes arghe following

Remove @user from the tweets
Remove mentions (#hashtags)

Convert the text into lowercase

o0 ® p

Remove special characters (RT)

[37]
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Remove commonly used words (stop words dictionary)
Convert abbreviations

. Replace the sho#tuts

T o mm

Replace emoticons with words
wSLIX I OS Llzy Oldzr GA2ya o0a0 gAlGK &aLJ OS

o =

Replace numbers with space

K. Remove words with length=1

These steps are further detailed below. The Python code that implements them is

provided in AppendiB.
Removal d the @user

It is common practice to mention (tagging) Twitter users accounts when publishing
a tweet. These mentions are not adding any value for interpreting the sentiment.
The taggin@gction useshe character @o precede the usernamso, it makes sense

to remove every string that starts witthe special character @.

Removal of #hashtags

Twitter introduced a mentioning practiceknown as#hashtag to declare the
general context of a tweetln practice, words that follow the # character are
considered hashtags and should be deleted from the sentsieethey add little

or no value to thesentiment of the sentence.

Conversion to lowercase

The words included in a sentence are casasitive put the text charactersnust be

written in the exact same form, using all capital or small letters to be recognizable

by the algorithm For example, thevordsa | St f 2¢ | YR G Kiédag 2¢ G Af f
the same worcby a human but recognized as two separates words by a machine.

Gonverting all textof the entire dataset into lowercassolves this problem

Removal of special characters
Another common practie inthe Twitter platform is to retweet a specific tweet. In
this casethe "RT"sequence isdded in the beginningf the sentence and should

be removedirom the sentence
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Removal of stop words
There are specific common words used when writitig® E (i = & dzOK | & aGKS¢ s
etc., that contribute to the correct syntax of the sentence but providevalueto

the task of the analyssnd should be removed from the sentence
Conversion of abbreviations

The task is to simplify as much as possib&word components of the tweetfor

this task, abbreviations are converted to words with the help of a dictianary

Replacing shortcuts
A machinecannotidentify words written in short forms, foexampledza A y 3 bHL QRb A
thecontextofh L  gF2rdhistRsk, $hort word forms are converted to nehort

form words with the help of a dictionary

Replacing emoticons

Twitter users commonly choose to communicate feeling with emoticons instead of
G2NRAD 9Y20A02ya 2N SY22A Qal représBntation, (i & L2 3 NI
used to convey emotion side a sentence. For example, the emoticdd € can

NBLJ I OS { K S Thas2ddfR coatriblielidlibi éverall text sentiment, but

it is impossible for a computer to recognize charactrsagaina dictionaryis used

to replaceemojiswith words

Replace punctuations
¢ KS Llzy Ol dzl G kY dfAsSHRMBEIONIBWE 1 gD tfidiodTFald dzi

sentimentand should be removed from the sentence

Remove numbers
Numbers included in sentence do notontribute tothe analyss processnd should

be removed from the sentence.

Removel-characterwords

Snglecharacter words such as¢ do not offer anyvalue to thesentimentanalysis

and should be removed from the sentence
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Figure 3.1 displays an example of a dataset in which the cleaning steps have been

applied. KS 02t dzvy aOf SIy (¢S Sill bepsdged toltheyda GKS
model for the Trainingprocess of themachine learning algorithmThe column

Gt oSté¢ AYRAOFGSa GKS (NMHzS fFroSf &3 NBLINEB.

tweet with value 1 for positive sentiment and value 0 for negative magni

label clean_tweet
0 1 while it is not designed for professionals app...
1 1 mrdsn allways updating hardware and software n...
2 1 wear the future of health on your wrist with t...
o 1 join people right now at apple introduces mags...
4 0 am facing an issue due to ios update am curren...

418 1 literally just got new machookpro after having.._
419 0 fd who else finds apple ios keyboard xe xa xef
420 1 from guide awards the best breakthroughs brand.._
421 1 apple technology iphone technews future the ne._
422 1 what if apple music plays song according to th.._

Figure 31 Format of the dataset after the data cleaning

We have implemented all above operations in Python. We used the Python code to
process all input data (Tweets) used in this work. The code is provided in Appendix
B.

3.2 Tokenization process

A dmapping tool was used tanap natural languageo computerlanguage so that
a computer can be eventually trained to perform sentiment analy&isechnique
specificallydeveloped tomap rawtext dataand make themreadable bymachines
is calledone-hot encodingandpairsS I OK ¢g2NR 2F GKS aSyidaSyoS
identifier value. Thedentifier value assignedo a word should beunique for this

specific word ananustremainintact throughout the entire processThe main idea
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is that a text sentence will beappedto a squenceof identifiersand then will be

fed as an input to the algorithm.

For example, consider ¢hfollowingd Sy i Sy OSY & ¢ KAAipossisle 'y SEI

encoding wouldook like:
This-> 1

Is->2

An->3

Example> 4

So, the sentencean berepresentedas the identifier vectar[1, 2, 3, 4]. These
unique identifiervalues are called tokens afidK S ¢ G2 1 Sy AT F GA 2y LINR OS

in AppendixCis the basis oNLP neural networkaining.

3.3 Word Embedding Technique

3.3.1 Overview of the word embeddingoncept

Previously, we described the of®t encoding technique for mapping text form
data into a numerical vector representation. This technique is suited when handling
a small dataset of input sentences. The word embedding technique is another
method that maps the dataset variables to a continuous vector form. The main
advantages over the simple of®t encoding method ara) a reduction in overall
vector sizes as it creates lesimensional learning vectors and b) the fact that this
method captues better each word meaning by placing related words close to each

other in the representation spad&ingh & Manure, 2019)

Theword embedding technique is basically a numerical representation of each word

in a vector form tlat corresponds téhe meaning of thatvord rather than the word

itself. Words that appear in similar contexts will have similar vectors. For example,
GSOG2NE F2NJ GKI LI b YR be2eFdzZfteb gAff KI
g2 NR & al IRerepiesehtéd with’ Eompletely different vector to emphasize

the different sentiment of the word.
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The word embedding technique is used to process the dataset as the first layer of
the neural network-after the preprocessing and data preparati@and creates the
numerical vectors. Followinthis method, associated wordsectorsare clustered
closelyin the multi-dimensional spacé he resulting embedding vectors are weights

of the first NN hidden layer trained specifically on the input datagsingh &
Manure, 2019)

To recap the embeddingoncept words are represented invector forms. For
example, we can represent a 20.000 words vocabulary using a 200 numbers vector,
reducing the required representations included in the vocabulary constructed by the
one-hot-encoded vector. Furthermore, it relates words based on the context and,

thus, @aptures enhanced knowledge about these words.
AppendixDincludes further information related to the word embedding technique.

3.3.2 Application of the concept in our case

Since our input dataset is in text foramd thesize of the vocabulary is 2,00@e
usead the embedding techniquas the first layer of the selected network architecture
(see Section 4.5p convert the text sentences into numerical array sequentés.
layeruses trainable weight values for creating vectorsladting-point numbersto
represent each word included in the vocabularlf also creates similyr encoded

vectors for words with similar meaning

The size of those encoded vectors depends on the Embedding value and the
vocabulary_size parameter. In our case we proceed with Hoibhgsize equal tat.
Words that appear in a higher frequengythe sentences will be placed first in the
embedding vector.

Forexample,based ortraining the Embedding4) matrix mayresemble the one in
Fig.3.2
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Embedding vectorZ.000 x 4)

Appe | 59 [ 09 [ 13 [ 076

iPhone | 2.6 0.82 3.2 1.83
-0.2 2.35 4.18 1.68

iI0S

Techn0|ogy — > 6.91 3.97 -2.43 1.25

Figure 32 The embedding vector representation of words included in the vocabu
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4 Data preparationstructureandperformance metrics foa
Twitter sentiment analyssy/stem

The entire process employed in thisesis-to prepare the twitter data, design, train

and validate the systems shown in Fig. 4.1.

Sentiment

Train the model Predictions

Evaluate model
predictions
accuracy

Define NN

Dataset Labelling architecture

Preprosesing input Spliting the dataset
dataset (train,validate,test)

Figure 41 Neural Network Flow diagram féine sentiment detection task

Thefour preparation steps of the raw dataset are the following:

a. Dataset Generation: extract raw data from the Twitter platform using the
Twitter API

b. Dataset Labelling: pass the raw data through a simple dictionary algorithm
to discard irrelevant tweets with poteially neutral sentiment and manually
label each tweet with having a positive or negative sentiment

c. Preprocessing input dataset: remove special characters from the tweets,
cleaning the raw text

d. Slit the resulting dataseinto TrainingValidation and Testing Datasets

In addition the basic architecture of the sentiment detection system has been
selected. The training dtaset was fed as an input ttrain the selected NN

architecture The trained modetan beused forsentiment detectio.

Each block of the flow diagram (Fig 4ail) be describedo the respective Sections

below.
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It is noted thatwe have experimented heavily with the parameters of training in
order to optimize the detection ability of the selected network architecture. This is

described in Chapter 5.

4.1 Dataset Generation

Twitter provides free access tasoftware developersto use avariety of tools to

SEGNI Ol G KS , dutthlag@xPasiNgytieedataRthraugh theirphlication
Programminginterface (API)TwitterQ APlwasintroduced in 2006 and since then

Big Dataesearchers can studyenerated data from Twitter ineal time. The APl is

'y AYGSNNYSRAIFIGS GaoNAR3ISeE 0SiGsSSy GKS dza SNJ
based on a simple set of rules summed up asqaest andesponse transactiora

developer places a request to extract specific data andTivéter serverlistensat

the provided APéndpoint and responds with the data request@dakice, 2009)

TwitterQpolicy is to share only tweets thés platform usershavemade publicand
limits the amountof the data that a developer is authorized to extract based on the
type of theaccount plarthat a developeis subscribed tolTo access the API service,
unique credentials (keys and tokerase granted to the developer and can be used

to interact with the API service.

¢ KSNBE | NB a S @ SaNdaécouat plankvailabletat praiSeidcesso
different amounts of Twitter generateddata. Themostcommonare theéstandard
APA& éand the 6APIs for academic reseakch LJf Tiregedare free plans for a
developerand provide access t600,000 Tweets per montfStandard API) and
10,000,000 Tweets per mon{APIs for academic resealchVe proceeded with a
periodic extracon of relevant data andvith a manual sorting proce¢e maintain
the tweets that arerelevantto the purposes of this ThesisThe application for

requestingthe credentials keysvasprocessed/ia TwittelQ developerssite.

The extractionprocess was very laborious, since it dealt with sevimatations,

related mainly tahe content of the extracted dat(junk,advertisemens, irrelevant
text). Furthermorethe provided credentials hadlamit for accessing ,B00tweets
every 3 daysThrough this laborious process, wanagel to collectapproximately

8.600 tweets relevant to our t&s (plus 1.400 more tweets for the second
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experimental stage). These tweetgere extractedbetween dine 01, 2021and
Septembe30, 2021 Duringl KA & LISNA 2RI ! LJLJX SQ& | yydz £ NB

April andSeptember and created a buzz around their new products lines.

To begin with the data extraction processPythonbased scripinteracts with the

Twitter APIto collect raw tweet dataThe APlrequest forextractingdata requires

to specif the expected data features using two parameters that are initializgd

the developer a) throughthe first parameter the usersets the period for the

extracted data and b) the secondparameter requires taleclare a specific hashtag

word that the tweet satences must include, in order to collect onhglevant data.

The data are characterizedsd NI 6 ¢ 0 SOl dzaS (G KS@& Kla@S |y dzy:
may contain links, symbols (@, retwe®3 etc.), #hashtags de written with

wrong syntax which makes them ditféilt to handle and make sense out of them.

The extracted datare thensaved in a CSV file forifhe Python scrighat extracts

the datais included in Appendi&

In Figure4.2 below, a graphical representationf a WordCloudHeimerl, et al.,
2014)visualiesthe most common words that exish our extracteddataset. The
image depicts the 100 most frequentigedwordsin the dataset andhe frequency

of a wordcorrelates with its font size.
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Figure 42 Word Cloud graphic including the most common words from the collected tweets

4.2 Dataset Labelling

For training our NN model (see relevésgction), and sinceve are not using pre
labelled dataset we needed to manually labe&ach tweetthat isincludedin the
dataset based oits negative or positiveentiment. Ta:lean the data from potential
irrelevant tweets with neutral (no negative nor positive) sentiment, we develaped
simplealgorithm(included in Appendi¥) which for each tweet, it looks up strong
sentiment words (either positive or negative) in a dictionary §&8 words with
negativemeaning and21 words with positiveneaning) and if the tweet in question
does not include any of the wds in the dictionary, it is removed from the dataset.
After proceeding with the dictionary code, each and every tweet Vedelled
manually with either positive (2,102 tweets) or negative (2 68eets) sentiment

as seen in Figure 3.
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Figure 43 Dataset distributiorbetween negative (0) and positive (1) sentiments

4.3 Preprocessing input dataset

After successfully labeling the dataset, the tweets and ttabelswere saved in a
ySg [/ {+x FTAES O2yililAyAy3a Gg2 O2fdzyya vyl YSR

pre-processingsee section 3.1) that removes special characters, twitter usernames

etc.

label tweet

0 1 while it is not designed for professionals app...

1 1 mrdsn allways updating hardware and software n...

2 1 Wear the future of health on your wrist with t...

3 1 join people right now at apple introduces mags...
L 0 I'm facing an issue due to i0S 14 update. I'm ...
2572 0 b'@TheFudHound @AppStore | can never understan...
2573 1 b"RT @marcuseast: The lossless spatial audio o...
2574 0 b'Gotta give props to Apple here. They pretty ...
2575 0 b'My audio on my iPhone 13 pro max won't conne...
2576 0 b'Hey @Apple the new 10S 15 is very glitchy. P...

Figure 44 Load the inputiataset
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The preprocessed labelled datasetfesd -as the training dataset inputo the neural

network.

4.4 Splitting the dataset

The above dataset was divided in three subsets for training (80% of the dataset),
validation (10% of the dataset) anésting (10% of the dataset)lhose three

datases servadifferent objectives in the NN learning task.

The algorithnuses the training dataset as an input to the networkddjustingthe
modelweights. Through thisprocess K Sy S i ¢ 2 NJ identify Sakteitdg dug G 2
of the input data for accuratg predicting the sentimenexpressed irunseentext

data.

The validation datasetused for evaluating the model fit on the giveanseen
validation dataset during the training process amdso for evaluating the model

performance

The testingdataset whichis also a subset of the total input datasetusedon the
trained model forprovidingto the researchean unbiased access of the model fit

on thegivenunseen test datasgBishop, 1995)

In our case the training data dataset consists of 5.410 tweets, the validation dataset
of 677 tweets and the testing dataset of 6fiveets. These are randomly generated

by the original input dataset of 6.764 tweets

4.5 NN architecture

TheKeras libranfincluded inTensorFlow 2.Yisused to implementa simple neural
networkarchitecture suitable for the classification taskloand Kerass a highlevel
Deep learning application programming interface (ARbich interacts with
TensorFlovandprovides a convenient way to define a deep neural network model.
This library provides mathematical operations and a iy of readyto-use
functionsso userscould stack multiple Keras layers and initialize their parameters
to create a customized netwoilBrownlee, 2016)

The chosen model architecture consists of the embedding layer, one LSTé&h hidd

layer, a Flatten layer and two Dense lay@fgy 4.5) This simple architectureas
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selectedto fit the dataset limitations since itincludesa smallnumber of trainable

parameters.In this way we hope to avoid overfitting.

Embedding Dense

Figure 45 Model layers usen in the training process

Each of these layersdescribed below.
Embedding (input_dim, output_dim, input_length)

The embedding laydras already been sicussed in Sectia®3. Inthis Section, we

focus on the trainable parameteos the embeddinglayer.

The input dimension(input_dim) parameterequalsthe number of words included
in the vocabulary (vocab_sizaghichhas been initialized in the tokenization process
and set to 2000 (input_dim = 2000). In the embedding process, every word has a
4-dimension embedding representation (output_di)=sothe embedding output
size for every word will be 4-dimensional arrayBased on the abovehe final
embedding layers a 2004 dimensionalector. Finally, the input_lendt declares
the length of the input sequences. In this case we have initidlizenned all the
sentences to amaximumlength of max_lendt=30 before proceeding with the
tokenization so, the embedding input sentence length will be the saireas the

max_length.
Sq the embedding layeis a 3-dimensional arrapf size(2000,4, 30)

LSTM(Istm_units, dropout, reccurent_dropout)

The LSTM layelhas been described in Sectigh4. The Istm_units parameter
declares the number o$equentialLSTMcellsthat are structurdly identical and
include 3 control gates and the memory cell as illustrasgdFigure 2.7. The
information is forwardedrom one cell to the following ona the hidden layerln

Section 5.1 we experiment with 2 different LSTM layer architectwiés 8 or 32
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LSTM layer units. Considering the first case, LSTMhg)nformationthat enters
the LSTM layer will be prossedby 8 sequential LSTMells,and every cell will
process and keep in its memory different features of the input datdefore
forwarding the information to the next cell. Figure 4.6 below illustrates the

placement of the LSTM cell in one layer.

The dropoutfeccurent_dropoutis a regularizatioriclean-up method applied to
prevent irrelevant informatiorfrom enteringout or coming out othe LSTMcell,
respectively It is initializedto a value between 0 and. Considering Figure 2.7 of
Section 2.4, dropout operates on the LSTM inpu} {0 avoid irrelevant information
entering the cell and the reccurent_dropout operates on the hidden st&g t
reject unnecessary information passing to the succeeding Asian exampldfthe
reccurent_dropoutis set to 0.5 then, the cell will rejector ¢ R NP 4.J2 iiden
state valuedelow Q5 and stop them from exitinghe LSTMcell (Srivastava, et al.,
2014) The differentreccurent dropout values that we tested in Section 5.1 are
LSTM dropout (0, 0.5).

One LSTM (8) Layer
[

1 . — - . . . A
f//LSTM\\ ."/LSTM-\\". //LSTM 3
| ;'_r" LSTM I—FL LSTM LISTM |_¢ LSTM ’_‘ LSTM j:l

& \® U\ &\ &\ A\ A\

Figure 46 lllustration of an LSTM layer with 8 cells

Flatten ()

A Flatten layer is an intermediate layer for converting multidimensional vectors into
1-dimensional arrays anfked those data to thesucceedayer. Based on Section
5.1 model architecture, considerirgn LSTM (8) layethe data provided to the

Flattenlayerisa [0 € €d§y)] vector (the first dimension None corresponds to the
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batch_size and theeconddimensionreferees to the LSTM units). Soe#ie dataare
converted into a 1D array, passing thought the Flatten layer,dd fiee Dense layer.
Each element included in the output 1D array will be fully connected (given as an

input) to every neuron of the Dense lay@ggarval, 2018)

Dense (units, activation)

In the Dense function, the first parametégnita &nitializesthe number ofneurons
included in thedenselayerand thedactivatiore parametersets the default element
wise activation function Every Dense unit inpu$ multiplied by the corresponding

weight and the product pass¢hough the applied activation function.

In the neural networkarchitecture,we usedtwo Dense layersEachdense layer is
fully connectedvith all nodes of thgorevious layerThe inputo the first Dense layer

is the 1D array from the Flatten layer.

Considering the experimental procesfsSection 5.lwe used two valuefor the first
Dense layer (units20,c n X I QG A @I { A 2 \dthé outp@ figidisioBthell 2 LINE C

Flatten layer and passeach one othem though a Rlau function

The number of units in theast layermf the model structurgalso called output layér
equalsto the number of classgthat the NNwill predict In our casewhich isabinary

classification tasktwo classe} the output layeris a Denselayer with units=1 and

FOGADI GA2YT QAAIY2ARQ

4.6 Training the model

Obtaining the NN weights during training

The purpose of training is to obtain the best possible values of the weights of the
NN. This is done by modifying the weight values systematically to minimize the error

between the labels of the training data and the predictions of the NN.

The trainingprocess of an algorithm has two main hyperparameters. The number
of epochs and the batch_size number. An epoclonie iteration for the entire
training dataset to be processedthrough the backward and feedforward

propagation. The training dataset is sphto smaller batchesTypical batch_sizes
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are 32 ,64 or 128-or every epoch, the batch_size hyperparameter will update the
network weights As an examplef we provide 8.600 data as the training dataset to
the network and set the batch_size=64 , then idgrtraining there will be 135
weight updatesthe weights will be updated for every 64 samplas.a resultone
epoch will complete after 135 batches and tBpochweightscorrespond to the
weight values resulting from the final batdn Section 5.1, we proceed with testing

two different values for the epoch {10,50} and two for batch_size {8,32}.

A loss functionusedto measure theprediction error for everybatch during the
training process. The loss function calculates the differdreteveen thetrue value

and the predicted value, and the output imamberbetween 0 and 1. Higher loss
values, indicate that the algorithm fails to predict with accuracy the true labels

unlike a lower loss value that is a sign for efficient predictidhao, et al., 2010)

Theoptimizerfunction (see Appendix A) reducése overall losses and improsthe
modeQaccuracyy € OKI yaAy3d GKS Y2RStparameterSok. AKG & | y |
As the training procesprogressesthe network updats the weights taking into

consideration the valugof the loss function until the model convergeThdearning

rate parameter defines the size of the stepth which the optimization function

updatesthe model weights.lt receives valuebetween 0 and 1A high learningx | €

value allows for the model to train faster but that masult in incorrectinal weigh

values anchighmodel losametrics On the other handalow éaé¢ @I £ dzS oAt f € S
slower raining because there issmall updateoft KS ¢ SA3IKGQa @It dzSa o

used default value fotag is between0.05and0.01.

While experimenting with different architecturés Section 5.1, we initializkethe
fSENYyAYI NI OGS alF€ LI NFYSGSNI gAGK | avylrfts

divergence
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A small learning rate The optimal learning
requires many updates rate swiftly reaches the
before reaching the minimum point
minimum paoint

Too large of a learning rate
causes drastic updates
which lead to divergent
behaviors

Figure 47 The learning rate parameter effectiveness to the model traif{ifaydan, 2018)

For the loss function, w used Adam (Alaptive Moment estimator), which is a
popular gradient descent optimization algorithdidam uses an adapte method
for computing individual rateslhat is the step of thelearning rated | changeand

will slowly convergevhile training unfolds (Bock, et al., 2018)

4.7 Model evaluation:Performancemetrics

There are varioumetricsfor assessingjNtraining efficiency. More specifically for
binary classification tasks, the following metrics compute the model accuracy: the
accuracy metric, th&l_score value and the confusion matrix.

Accuracy
TheAccuracy metricomputesthe ratio of the number of correct predictions tde
total number of input samples andigcalculated for every epoch during the training
procesq Chicco & Jurman , 2020)

W ez L (R G ORIE | QDO QEDAERD QD 6 QE ¢
BOWO 1 DAl oot 11 e wo e e (Eq. 41)

MVE oEG GEQTDE Ni6MA N BRI 6 Q

Monitoring the evolution of theaccuracy values every epochmay provide an
indication for model overfitting. More specifically, during traininipe expected
behavior ofthe accuracy value would b® increa® in every iteration. If the
accuracy value remairthe samein two successiveterations and then starts to
decreasethat is an indcation that the models nottraining efficientlyand starts to

overfit after the relatedepoch.
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The fL_score
F1 score is a commonly adopted method for binary classification tasks. This metric
differs from the Accuracy metric sincetikes into consider#on both the correct

andthe incorrectpredictions( Lipton, et al., 2014)

AOAT OA (Eq. 42)

Before proceeding with further analyses of the f1_score metric we shouldydfaeif
meaning for a true positive, true negative, false positive and falsgative

predictions.

A true positive prediction is a positive label tweet (true label y=1) that the algorithm
O2NNBOiGf& OflaaAFASR a LRaAGAGS O6LINBRAOG:
for positive sentiment. Unlike, the false positive pratin that occurs when a tweet

with negative label (true label y=0) had been classifisgositive(predicted label

@8QIrmo FNRBY GKS Ff3I32NAR0GKY D spepifitwaetkaSae® A a | Y

positive prediction on a negative true label.

The true negative predictiomefersto a tweet with negative sentiment (true label

y=0) that the algorithm has correctly characterized it as negative (predictive label
€Qrnve® hy GKS 20KSNJ KFIyRXZ | FrftasS yS3alargd
positive sentiment rue label y=1) has been falg@redictedasnegative(predicted

froSt eQrnoo

0 OAAE OEH (Eq. 43)

is a fraction for the total number of positive predictions that are correctly classified
by the algorithm (true positivespver the sum of the true positives anthlse
positives. Thus, precisidrasically counts the percentagé all positive predictions

that are (true) positives

On the other hand, recall factor,

Recall = (Eq. 44)

is the fraction for the total number of true positiveserthe sum of true positives

and the numberof tweets with a positive sentiment (label=1hat the algorithm
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incorrectly predicted as negatives (false negativetated to h-risk). Hence the
recall factor counts the percentage of the correct positive predictions out of the total

number of positive labeled daiacluded to the input dataset.

TheF1 scoras the harmonic meaof Precision and Recalhd takessalues between
1 and O.

Confusion Matrix
A confusion matrix is a 2x2 mattixat providesinformation about theprediction
accuray of the model: one dimension includes thactuallabels of the input data,
and the otherdimensioncontainsthe model predictions(Deng, et al., 2016)An
illustration of the confusion matxistructure for binary classificatios presented in

Fig. 4.8
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True labels
o True Positives alse Positive

Pl =
R '@ Algorithm predicion Ae[e predictio
E O | ispositive, and the positive, buthe

true label is also e labe egative
D positive
| alse Negative True Negatives
C .%) Algo Jeleilelil  Algorithm predicion
T < egative, b 3 isnegative, and the
E %J e label is po = true label is also

negative

D Positive Negative

Figure 48 Confusion Matrix
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5 EXxperiments

So far, we hee described the architecture of a neural network model suitable for
sentiment analysis in the selected applicatidn addition to selecting a model
architecture, anain goafor this Thesisisto optimize the model parametersn this

Chapter we are addressing this goal through systematic experatient

We use thdl_score metric for evaluating the mod&giredictionefficiency The goal
isto deliveran f1_scorevalue for the test dataseds close as possible toTlo achieve
this,the model structurge.g.,the number ofLSTM layeswith their unitse.tc.), and
sometrainingparameter fumber ofepochs, batch size, etmjll be finetuned. Our
method includesystematidrainingof model variationdy adjustingthe modeland
training parameters The output performance of the various experiments is
analyzedusing statistical tooland finally theoptimal trained model that scores the

highest f1 scorevalueis selected

Havingdone so, as a second step, we examined how the characteristics of the
training dataset affect the performance of the optimized network. Specifically, we
investigate whether the balance between tweets with positive and negative

sentiments affects the perfonance of the trained network.

5.1 Optimization of the networkand trainingparameters

As described above, the reference architecture of the NN model and its parameters

as follows:
Table5.1 Model architecture ofhe first experiment
Model parameters Training parameters
Embedding LSTM units LSTM Dense layer Epochs Batch_size
dimensions Dropout units
(output_dim)
16 8 0.5 60 8 8

[58]



University of Aegean Department of Financial and Managemdrtigineering

Based on tis model structure, a prediction efficiency of the testinid._score= 0.6
(60%) was achieved. This score refers to the test dataset as all such scores related

to the experiments below.

To improve this, we ran a set of experiments by altering the architecture and
parameters of the original modehs well as some tirsing parametersand applied
statistical methodgo study the effect of the different levels of these parameters on
the prediction efficiency. The experimentation was based on D@E Design of
Experiments)followed by theANOVA Analysis ofVariance)methods. The results
were processed with th#initab software The sixparametes of the NN modeand

its training that were tested during the experiments and their levels are the

following:

Embedding layeDimensiors (output_dim): {4,16}
Number ofLSTM units{8,32}

LSTM Dropouthreshold: {0, 0.5}

Number ofDense layeunits {20, 60}

= =2 =2 A =4

Batch size {8, 32: Note that a batch_size is the number of subsets out of
the training dataset . The network splits the training dataset into smaller
batches in order to completing one epocbne forward and backward pass
of the network for updating the model weights. This continues until the
entire training dataset is processed by the network. For example, considering
a training dataset= 5.410 and a batclzes=32. The algorithm uses the first
32 tweets (1st tweet to 32nd tweet) out of the training data for the first
training step. Subsequently, the algorithm will proceed with the next 32
tweets (33rd to 65) for the next training step. Thetwork will iterate this
process for approximately 170 times, until the entire tiagndatasetis
processedand complete one epoch. This is a repeating procgsge the
network executes this process until the network fullfeed the required
number of echs.

1 Number of pochs {10, 50} When occurring one epoch , the model will
constantly update the hidden layers weight at every batehtil the total

train dataset complete one full feed forward and backward passing the
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validation dataset for testing the model

All possiblelevelcombinatiors of the abovesix model parametersontribute to 64

different conditions Under all conditionghe
that consists of on€l) Embedding layer, o
Flatten layer, one(1) Dense layer and o
classification, e number of outputDense

modelis expectedo output one value, eith

model has thesame bak architecture
nEl) LSTM layer with dropout, on@d)
né€l) output Dense layerFor binary
layer units is set to one (4incethe

er 0 (negative sentiment) or 1 (positive

sentiment) TheXin the following pseudocode denotes the different parameter

ing

values of the model that we are investigat
model = Sequential()
model.add(Embedding(  output_dim = X))
model.add(LSTM( units = X , dropout =
model.add(Flatten())

model.add(Dense(  X,activation= relu’
model.add(Dense( 1, activation= 'sigmoi

epoch=X
batch_size= X

X)

)

da )

Figure 51 Model architecture

The 64combinationsggenerated are shown

for the 6dxperiments

in Table 5.2

Table5.2 The 64 variationselated to thetraining experiments

Table of experiments
. Dense
Experiment E_mbedc_ng LSTM units LSTM epochs | layer b?t‘:h
Dimensions Dropout units size
1 4 8 0,0 10 20 8
2 4 8 0,0 10 20 32
3 4 8 0,0 10 60 8
4 4 8 0,0 10 60 32
5 4 8 0,0 50 20 8
6 4 8 0,0 50 20 32
7 4 8 0,0 50 60 8
8 4 8 0,0 50 60 32
9 4 8 0,5 10 20 8
10 4 8 0,5 10 20 32
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Table of experiments
. Dense
Experiment E_mbed(_jlng LSTM units LSTM epochs | layer batCh
Dimensions Dropout units size
11 4 8 0,5 10 60 8
12 4 8 0,5 10 60 32
13 4 8 0,5 50 20 8
14 4 8 0,5 50 20 32
15 4 8 0,5 50 60 8
16 4 8 0,5 50 60 32
17 4 32 0,0 10 20 8
18 4 32 0,0 10 20 32
19 4 32 0,0 10 60 8
20 4 32 0,0 10 60 32
21 4 32 0,0 50 20 8
22 4 32 0,0 50 20 32
23 4 32 0,0 50 60 8
24 4 32 0,0 50 60 32
25 4 32 0,5 10 20 8
26 4 32 0,5 10 20 32
27 4 32 0,5 10 60 8
28 4 32 0,5 10 60 32
29 4 32 0,5 50 20 8
30 4 32 0,5 50 20 32
31 4 32 0,5 50 60 8
32 4 32 0,5 50 60 32
33 16 8 0,0 10 20 8
34 16 8 0,0 10 20 32
35 16 8 0,0 10 60 8
36 16 8 0,0 10 60 32
37 16 8 0,0 50 20 8
38 16 8 0,0 50 20 32
39 16 8 0,0 50 60 8
40 16 8 0,0 50 60 32
41 16 8 0,5 10 20 8
42 16 8 0,5 10 20 32
43 16 8 0,5 10 60 8
44 16 8 0,5 10 60 32
45 16 8 0,5 50 20 8
46 16 8 0,5 50 20 32
a7 16 8 0,5 50 60 8
48 16 8 0,5 50 60 32
49 16 32 0,0 10 20 8
50 16 32 0,0 10 20 32
51 16 32 0,0 10 60 8
52 16 32 0,0 10 60 32
53 16 32 0,0 50 20 8
54 16 32 0,0 50 20 32
55 16 32 0,0 50 60 8
56 16 32 0,0 50 60 32
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Table of experiments
. Dense
Experiment E_mbed(_jlng LSTM units LSTM epochs | layer batCh
Dimensions Dropout units size
57 16 32 0,5 10 20 8
58 16 32 0,5 10 20 32
59 16 32 0,5 10 60 8
60 16 32 0,5 10 60 32
61 16 32 0,5 50 20 8
62 16 32 0,5 50 20 32
63 16 32 0,5 50 60 8
64 16 32 0,5 50 60 32

For each of the 8 combinations the training processs repeated twice The
f1_scorerelated to the testing datasetisom both runswere averaged This is done
in order to generate the necessary data to perform ANQ¥@e Section 4.for the

size of the training, validation and testing datagets

Table 5.3 shows the testing f1_score fdsoth training sessions including their
average value. These values result from running the Python script inclinded
AppendixG.

Tableb.3 Models accuracy metrid_scoreresulting from the 64 experiments (two runs per experiment)

Table of experiments
Experiment| Run 1fl_score| Run2fl_score| Mean forfl_values

1 0.6757 0.6736 0.6746

0.6525 0.6685 0.6605
3 0.6578 0.6646 0.6612
4 0.6855 0.7303 0.7079
5 0.5922 0.6209 0.6065
6 0.7102 0.6835 0.6968
7 0.629 0.5994 0.6142
8 0.608 0.6225 0.6152
9 0.6761 0.671 0.6735
10 0.7325 0.7034 0.7179
11 0.6684 0.6743 0.6713
12 0.6919 0.6905 0.6912
13 0.6863 0.6507 0.6685
14 0.6495 0.6862 0.6678
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Table of experiments
Experiment| Run 1fl_score| Run 2 fl_score| Mean for fl_values
15 0.6843 0.642 0.6631
16 0.6469 0.6702 0.6585
17 0.667 0.6504 0.6587
18 0.6959 0.6895 0.6927
19 0.7227 0.6415 0.6821
20 0.6509 0.7268 0.6889
21 0.6604 0.6021 0.6312
22 0.6538 0.6493 0.6515
23 0.6415 0.6772 0.6593
24 0.6033 0.6273 0.6153
25 0.7083 0.6772 0.6927
26 0.7098 0.688 0.6989
27 0.7171 0.7083 0.7127
28 0.6748 0.6863 0.6805
29 0.6116 0.6666 0.6391
30 0.67 0.6737 0.6718
31 0.679 0.7036 0.6913
32 0.681 0.6666 0.6738
33 0.6513 0.6737 0.6625
34 0.7107 0.6666 0.6886
35 0.6921 0.7062 0.6991
36 0.6698 0.6885 0.6791
37 0.6491 0.6835 0.6663
38 0.6122 0.6313 0.6217
39 0.6954 0.6902 0.6928
40 0.6651 0.6823 0.6737
41 0.6703 0.683 0.6766
42 0.6879 0.6829 0.6854
43 0.6811 0.6067 0.6439
44 0.647 0.6703 0.6586
45 0.6666 0.7018 0.6842
46 0.663 0.6752 0.6691
47 0.6772 0.694 0.6856
48 0.6444 0.7102 0.6773
49 0.6855 0.7098 0.6975
50 0.7297 0.6717 0.7007
51 0.6286 0.6559 0.6422
52 0.6509 0.6964 0.6736
53 0.67 0.6956 0.6828
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Table of experiments
Experiment| Run 1fl_score| Run 2 fl_score| Mean for fl_values
54 0.6434 0.6297 0.6365
55 0.665 0.6896 0.6773
56 0.6614 0.6408 0.6511
57 0.6785 0.6648 0.6716
58 0.6564 0.7583 0.7073
59 0.6448 0.663 0.6539
60 0.7053 0.6718 0.6885
61 0.6702 0.6667 0.6684
62 0.6332 0.6877 0.6604
63 0.6835 0.6775 0.6805
64 0.7264 0.6685 0.6974

Based on these results, the significance of eagperimentationparameter on
performancewas analyzed by ANOVA using the Minitab softwistieitab supports
studying the effects that input variablegnodelfactors) have over output variables
(modelrespongs). In this Thesis we used tf@oEFactorial Analysis and stuedthe
effects of the 6 parameters (factors) over the f1_score value (model respdpse)
determine themodel and trainingparametersthat optimize the f1_score of the

testing dataset.

5.1.1 Experiment 1¢ Training and testing 64 different combinations
By setting up the factorial design and entering the responses of the f1_score, the
Minitab software autegenerates a worksheet with multiple data analytics graphs to

laasSaa UKS FFHOG2NAR GKIdG O2yUiNROGdzGS G2

Table5.4 ANOVA analysis table for &perimental runs

Analysis of Variance

: . F P-
Source DF AdjSS AdjMS Value Value
Embedding 1 0,000852 0,000852 1,39 0,243
LSTM 1 0,000428 0,000428 0,7 0,407
LSTM Dropout 1 0,005493 0,005493 8,96 0,004

epochs 1 0,013023 0,013023 21,24 0
Dense layer 1 0,000015 0,000015 0,02 0,878

[64]
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batch_size 1 0,000936 0,000936 1,53 0,221

2-Way Interactions 15 0,019619 0,001308 2,13 0,019
Embedding*LSTM 1 0,000136 0,000136 0,22 0,639
Embedding*LSTM Dropout 1 0,002684 0,002684 4,38 0,04
Embedding*epochs 1 0,005961 0,005961 9,72 0,003
Embedding*Dense layer 1 0,000004 0,000004 0,01 0,936
Embedding*batch_size 1 0,001316 0,001316 2,15 0,148
LSTM*LSTM Dropout 1 0,000179 0,000179 0,29 0,591
LSTM*epochs 1 0,000129 0,000129 0,21 0,649
LSTM*Dense layer 1 0,000036 0,000036 0,06 0,808
LSTM*batch_size 1 0,00019 0,00019 0,31 0,58

LSTM Dropout*epochs 1 0,003 0,003 4,89 0,031
LSTM Dropout*Dense layer 1 0,000026 0,000026 0,04 0,837
LSTM Dropout*batch_size 1 0,000211 0,000211 0,34 0,559
epochs*Dense layer 1 0,001635 0,001635 2,67 0,107
epochs*batch_size 1 0,003179 0,003179 5,18 0,026
Dense layer*batch_size 1 0,000932 0,000932 1,52 0,222
3-Way Interactions 20 0,02258 0,001129 1,84 0,035
Embedding*LSTM*LSTM Dropout 1 0,000125 0,000125 0,2 0,653
Embedding*LSTM*epochs 1 0,000083 0,000083 0,13 0,715
Embedding*LSTM*Dense layer 1 0,002234 0,002234 3,64 0,061
Embedding*LSTM*batch_size 1 0,002369 0,002369 3,86 0,054
Embedding*LSTM Dropout*epochs 1 0,000069 0,000069 0,11 0,739
Embedding*LSTM Dropout*Dense layer 1 0,000381 0,000381 0,62 0,434
Embedding*LSTM Dropout*batch_size 1 0,002237 0,002237 3,65 0,061
Embedding*epochs*Dense layer 1 0,004192 0,004192 6,84 0,011
Embedding*epochs*batch_size 1 0,00197 0,00197 3,21 0,078
Embedding*Dense layer*batch_size 1 0,00284 0,00284 4,63 0,035
LSTM*LSTM Dropout*epochs 1 0,000276 0,000276 0,45 0,505
LSTM*LSTM Dropout*Dense layer 1 0,002616 0,002616 4,27 0,043
LSTM*LSTM Dropout*batch_size 1 0,000293 0,000293 0,48 0,492
LSTM*epochs*Dense layer 1 0,000959 0,000959 1,56 0,216
LSTM*epochs*batch_size 1 0,000129 0,000129 0,21 0,649
LSTM*Dense layer*batch_size 1 0,000058 0,000058 0,09 0,76
LSTM Dropout*epochs*Dense layer 1 0,001436 0,001436 2,34 0,131
LSTM Dropout*epochs*batch_size 1 0,000066 0,000066 0,11 0,745
LSTM Dropout*Dense layer*batch_size 1 0,000004 0,000004 0,01 0,932
epochs*Dense layer*batch_size 1 0,000244 0,000244 0,4 0,53

In the ANOVA(analysis of variance)jable 5.4, the pvalue variable shows the

probability to accept the null hypothesis, which assumes that there is no statistical
AAIAYATFTAOFIYOS 06S0G6SSy | TiinOthe2 WardstaRthelil KS Y 2 R S
203ASNIUSR RAFFSNBYOS Ay (KBancé2ARywitaQrull NBEa LRy
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there is strong evidence to reject the null hypothesis and denote that the response
value depends on the corresponding factor. On the otherdhah Rvalue>0.05,

then, the response value does not depend on the corresponding factor.

A similar result is related to the F value. If the F value is above a critical threshold
(O hthen the corresponding factor or interaction is statisticaslignificant,

otherwise it is not.

To conclude, factors with low-yalue and high Walue (below and above the
corresponding threshold values, respectively) are considered to affect the output in

a statistically significant mann¢gtahle & Svante, 1989)
Based on Tabl&.4 thefull factorial ANOVAanalysis results indicate the following:

1 The only single factors that affect the f_1 score is the Dropout factor with p
value (0,004) ané&-value (8,96) and the epochs factor withvplue(0)and F
value of(21,24)

1 The significantwo-wayinteractionsare Embedding*Epoch@-value=0,003
and fvalue=9,72, EmbeddingLSTM Dropout (p-value=0,04 and -f
value=4,38) LSTM Dropout*Epochs -{alue=0,031 and #alue=4,89 and
epochs*batch_size (palue=0,026 and-¥alue=5,18). All three twaay
interactions involve the twaignificant factors LSTM_Dropout and Epochs.

1 Significant threeway interactions are: Embedding*epochs*Dense_layer
(with p-value=0,011 and-¥alue=6,84), Embedding*Dense layer*batch_size
(with p-value=0,035 and-¥alue=4,63, and LSTM*LSTM Dropout*Dense
layer (with p-value=0,043 andv¥alue=4,27.

These results are also shown in the Pareto Chart of Figure 5.2, which presents the
absolute value of the standardized effect of the corresponding factor/interaction.
The factors that cross the red line are consetesignificant at f.05 for the current

experiment terms.
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Pareto Chart of the Standardized Effects
{response is f1_score; o = 0,05; only 30 effects shown)
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Figure 52 Pareto chart fothe 64experimentaldesigns

The effects for the two significant factors are shown in Fig. 5.3. Thus, theoie
improves whenthe Dropout level increases and when the number of Epochs

decreasesThe first is a model factor, the second is a training factor.

Main Effects Plot for f1_score
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Figure 53 Main effects plot for the experimental design
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For 2level interactions prallel linescorrespond to cases in which the interaction
between the factors does not affetite responseOn the contrarywhen two lines
intersect (crossingover), this means thathere isinteraction betweenthe factors

that affectsthe responseForexample, consider the cell that corresponds to Dense
and EmbeddingThe blue line that corresponds to Embedding = 4 and the red line
that corresponds to Embedding = 16 are parallel between the two Dense values of
20 and60. This indicates nsignificance of the interaction Embedding*Dense. On
the contrary ,if we observe the interaction between the epochs and Brense_layer
factors, theblue line corresponds to epochs=10 and the red line corredptm
epochs=50 They intersecbetween the to levels for the Dense_layer factor, 20

and 60and thus this interaction may be significant.

Interaction Plot for f1_score
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Figure 54 Interactions plot for the 64 models design

The ANOVA results are validated by the&y interaction plots of Fig. 5.4

What is interesting is to observe that the low value of Epochs and the high value of
dropout result in favorable effects for the-\Ray interactions as well. This

experiment highlights that the Dropout should be set to 0.5 and Epochs should be
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set to 10. The effects of the othethree factors are not significant in the range that

their levels were varied.

Below we will examine whether the level variation was not adequate to fully

examine the effect for these three factors.

5.1.2 Experiment 2¢ Increasing the difference between the levels of the non
significant factors of Experiment 1

For three factors that were not identified as significant in Experiment 1, Embedding,

LSTM andbatch_size, we performed a second experiment to validate the tesgul

Experiment 1. For thiexperiment, weincreased theangeof these three factors,

while keeping the levels of the remaining factors (Dropout, Dense and Epoch)

unchanged. This creates in total 8 different model designs. Note that the levels of

Dense vere not varied, since we obseméom the results of thefirst experiment

that the factor levels are not affecting the model performance, soirtivalue

appears not to be relevant

Table5.5 Factors and levels for the second experime

Factor Name Low High
A Embedding 4 64
B LSTM 8 128
F Batch_size| 8 64

These4 new modelswere trainedunder two batch sizesand the experiment was
repeated4 times for eachcombinationto create the statistical information that is

necessary for the ANOVA (four repetitions per level combination).
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Table5.6 The fl_score results after training the algorithm with the 8 models design.

Table of Experiments F1 score |

ExperimentEmbedding LSTMLSTM Dropout Epochs Dense layebatch_sizgRound Round 2Round 3Round zLFl_mearI
1 4 8 0,4 10 60 8 0,713 0,6499 0,6499 0,645 0,66445

2 4 8 0,4 10 60 64 0,6883 0,7584 0,7584 0,7155 0,73015

3 4 128 0,4 10 60 8 0,6457 0,6528 0,6528 0,7026 0,663475

4 4 128 0,4 10 60 64 0,7055 0,6991 0,6991 0,659 0,690675

5 64 8 0,4 10 60 8 0,7292 0,6832 0,6832 0,6703 0,691475

6 64 8 0,4 10 60 64 0,6777 0,6941 0,6941 0,705 0,692725

7 64 128 0,4 10 60 8 0,687 0,6632 0,6632 0,67 0,67085

8 64 128 0,4 10 60 64 0,6745 0,6849 0,6849 0,6264 0,667675

Analysis of Variance

Table5.7 ANOVA analysis table for 8 models design

Full interactions Analysis of Variance
Source DF Adj SS Adj MS FValue P-Value
Model 10 0,009966 0,000997 1,49 0,213
Blocks 3 0,001631 0,000544 0,81 0,502
Linear 3 0,0031 0,001033 1,54 0,234
Embedding 1 0,000347 0,000347 0,52 0,48
LSTM units 1 0,001172 0,001172 1,75 0,2
Batch_size 1 0,001581 0,001581 2,36 0,14
2-Way Interactions 3 0,004385 0,001462 2,18 0,121
Embedding*LSTM units 1 0,000494 0,000494 0,74 0,401
Embedding*Batch_size 1 0,003182 0,003182 4,74 0,041
LSTM units*Batch_size 1 0,00071 0,00071 1,06 0,315
3-Way Interactions 1 0,00085 0,00085 1,27 0,273
Embedding*LSTM units*Batch_siz 1 0,00085 0,00085 1,27 0,273
Error 21 0,014091 0,000671
Total 31 0,024057

Table5.7 showsthat the three factors do not have statistical significance on the
fl_score output. The only relatively significant interaction bistween the

Embeddindayer and the htch_sizewith P-value= 0,041 and~value= 4,47.
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Pareto Chart of the Standardized Effects
(response is F1_score; o = 0,05)

Term 2,080
T
Factor  Name
AC A Embedding
-] L5TM units
C Batch_size

ABC

BC

AB

0:0 0:5 1.|0 1.|5 2.|0 2.|5
Standardized Effect

Figure 55 Pareto chart for 8 models design

The Pareto chart of Fig. 5.5 confirms this result.

The conclusion for this validation experiment is that the two factors originally
identified (by Experiment 1)ra affecting the f1_score significantly, LSTM_Dropout
and Epochs are the only ones to be fineglzy SR (G2 2LJGAYAT S

performance.
As a resultthe factor levels of the optimized model architectuaes:

Embedding = 4
LSTM = 8 units
LSTM Dropout =.0

= = =2 =4

Dense layer = 60 neurons

The optimized training factor levels are

1 Epochs=10
1 Batch_size=64

This parameter combination reaches anddore value of 0,717875 for the testing

dataset.
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5.2 The effects of balancing the positive and negative sentimeaintent
in the training dataset

We now turn our attention to the training datasiself sincehe size and the quality
of the datasethaveconsiderabldmpact a the training of the neurahetwork. Our
hypothesis to be tested is thanhprovemensover the originaltrainingdatasetmay

potentiallyimprove the modeR@._score metric.

The original dataset containg74 tweets in total, of which68% percent (4662
tweets)have negative labels. To better balance the dataset (and examine whether
this will result in improved training), we addedore positive tweetsSpecifically,

we collected additional datasingthe Twitter APbythe same methodliscussedn
Chapter4 and added 1,836 new tweets of positive sentiment ia the original
dataset.The newupdateddataset consistof 8.600tweets out of which 4,300 (50%)

have a positive sentiment and 4,300 (50%) have a negative sentiment.

To compae the performance (f1_score)of the network trained on theoriginal
dataset versusthe performance of thenetwork trained on thedbalanced y S &
dataset we performed an experiment that uses a simph@del architectureas

follows (see also Fig. 5.8):

Embedding (4)
LSTM unit¢8)
Dropout (0.5)
Flatten layer

Denseayer(60)

= =2 =/ A -4 -

Output Dense laye(l1)

The model was trained for number of Epochs=10 and a Batch_size=64.
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Layer (type) Output Shape Param #
“embedding (Embedding)  (Hone, 30, 4)  saee
Istm (LSTM) (MNone, 8) 416
dropout (Dropout) (Mone, 8) [

flatten (Flatten) (Mone, 8) [

dense (Danse) {MNone, &8) 548
dense_1 (Dense) (MNone, 1) 61

Total params: 9,817
Trainable params: 9,017
Mon-trainable params: @

1 batch_size = 64
2 epochs = 18

Figure 56 Simple one LSTM layer model architecture

A comparison of theperformance of the networks trained on thivo datasets
(8,600 balanced vs 6,764 unbalancetiows a significant improvemenbf the
f1_score=080 for the testing dataset, vs. 0.73 corresponding to the unbalanced

training data set. The confusionatrices of the two networks are shown in Fig. 5.9.

Fl-score: 8.7381587381587381
Fl-score: ©.884480977%951181 Confusion matrix:

Confusion matrix: Confusion matrix, without normalization

Confusion matrix, without normalizaticn [[397 53]
[[371 93] [ 66 161]]
[ 67 329]]

Confusion Matrix

Confusion Matrix

350 350
i 53
negative
300
negative 300
z 250
= 50 2
o
] w
o 200
2 200 e
positive 66 161 150
positive 150
100
100
o &
i & a =
«é§§ éﬁp* & &

Predicted label
Predicted label

Figure 57 Dataset effectiveness over the simple LSTM model
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To concludeysing a larger, but most importantly, balanced dataset of positive and
negative sentimenttweets for training, significantly improves the prediction

accuracy of the network, increasing its f1_score.
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6 Conclusions and Future Research

In this Thesiswe attempted to develop aefficient sentiment analysisnodelthat

may be trained on a limitedataset oftext data. For developing the custom model
architecture, we used a simple reference model and optimitesl model and
training parameters systematically through Design of Experiments (DoE) to achieve
the highestpossible accuracy (f1_score). The model that reached the highest
performance( f1_score = 0.80 was a simple one consigj of: Embedding (4),

number of LSTM (8) units, a Flatten layeDense (60) layer aridense(1) layers.

Moreover, weobserved a strong correlation between the size and balance of the
input data with model performance. Specifically, the same model architecture
performed more efficiently when trained on an 8.600 tweets dataset that was
balanced (50% positive and 50% negattweets) compared to the performance

achieved when the model was trained on the 6.764 tweets dataset that was not

balanced.

Neverthekss the researchfor this Thesisprovides a good starting point for
discussion and further research related to thechanics for creating customized
models architectures based on characteristics of the input dataset. Future studies
could focus of new and improved methods for machine learning like the Transfer

learning or the Transformer modelike the HEERTetc.

The Tansfer learning is a method recommended for overcoming the data
limitations. The concept of this methods referees that the network transfers
knowledgepreviously trained model layersan incorporate it to new mode
architectures. So, this attempt might imgwve the overall network performance on
small datasetsHnally, the Transformermethods might constitute the object of
future studies as they are deep learning models developéu proceeding

sequential data
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